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## H I G H L I G H T S

- A statistical machine learning-based spine classification approach is proposed.
- Our classification framework enables to study the separability of spine shape classes.
- Proposed approach outperforms state-of-the-art morphological feature based methods.
- A fully annotated dataset of 2PLSM images of three types of spines will be released.
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#### Abstract

Background: Neuronal morphology and function are highly coupled. In particular, dendritic spine morphology is strongly governed by the incoming neuronal activity. The first step towards understanding the structure-function relationships is to classify spine shapes into the main spine types suggested in the literature. Due to the lack of reliable automated analysis tools, classification is mostly performed manually, which is a time-intensive task and prone to subjectivity. New method: We propose an automated method to classify dendritic spines using shape and appearance features based on challenging two-photon laser scanning microscopy (2PLSM) data. Disjunctive Normal Shape Models (DNSM) is a recently proposed parametric shape representation. We perform segmentation of spine images by applying DNSM and use the resulting representation as shape features. Furthermore, we use Histogram of oriented gradients (HOG) to extract appearance features. In this context, we propose a kernel density estimation (KDE) based framework for dendritic spine classification, which uses these shape and appearance features. Results: Our shape and appearance features based approach combined with Neural Network (NN) correctly classifies $87.06 \%$ of spines on a dataset of 456 spines. Comparison with existing methods: Our proposed method outperforms standard morphological feature based approaches. Our KDE based framework also enables neuroscientists to analyze the separability of spine shape classes in the likelihood ratio space, which leads to further insights about nature of the spine shape analysis problem. Conclusions: Results validate that performance of our proposed approach is comparable to a human expert. It also enable neuroscientists to study shape statistics in the likelihood ratio space.
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[^0]
## 1. Introduction

Dendritic spines are the post-synaptic partners of synapses and their morphology is highly coupled with the activity they are subjected to Bartol et al. (2015), Lippman and Dunaevsky (2005), Yuste (2010, 2001), Matsuzaki et al. (2004), Harvey and Svoboda (2007), Govindarajan et al. (2011), Shi et al. (2009). Synapses are proposed to be the sites where memories stored through activity-dependent potentiation and depression mechanisms (Whitlock et al., 2006). Spine morphology and density are altered in diseases such as Alzheimer's disease and Parkinson's disease (Son et al., 2011; Xu and Wong, 2006).

A dendritic branch with several spines captured using twophoton laser scanning microscopy (2PLSM) is shown in Fig. 1. Each dendritic spine has a small bulbous head that is connected to the parent dendritic shaft through a narrow neck (Koh et al., 2002). The morphological properties of spine neck and head are usually not proportional to each other, nor are the spine neck diameter and neck length related (Yuste, 2010). Spines have been known to show extraordinary diversity (Ruszczycki et al., 2012). They are reported to have different densities and sizes across different brain areas, cell types, and animal species (Yuste, 2010). Even within a particular cell, spines exhibit a great variety of spine neck and head dimensions (Yuste, 2010). Spines compartmentalize electrical and biochemical processes that modulate the level of interactions at synapses (Tonnesen et al., 2014). Spine neck length is reported to be proportional to its functional properties (Arellano et al., 2007), since its impedance enables filtering of membrane electrical potentials (Yuste, 2010; Arellano et al., 2007) and neck diameter and length are also reported to affect the diffusional coupling between spine and dendrite (Rodriguez et al., 2008; Harris, 1999). Additionally, postsynaptic density (PSD) area is found to be correlated with spine head diameter and the number of postsynaptic receptors (Yuste, 2010; Arellano et al., 2007).

Dendritic spines have different shape types, and it has been proposed that these different morphological variations could be related to various functional roles or developmental stages (Parnass et al., 2000). Traditionally, dendritic spines are grouped into four classes: mushroom, stubby, thin, and filopodia (Yuste, 2010; Son et al., 2011; Rodriguez et al., 2008; Chang and Greenough, 1984; Peters and Kaiserman-Abramof, 1970). An example image of each of these classes is given in Fig. 2. Mushroom spines have large bulbous heads and long necks, thin spines have small heads and thin long necks, whereas the neck in stubby spines is either missing or very small, and filopodia are found to have longer necks and generally do not have clear heads (Yuste, 2010). As discussed earlier, the distribution of different types of spines varies in different parts of brain. This is also dependent upon the age. For instance stubby spines are known to be dominant during early postnatal development but they are found in adult animals as well (Yuste, 2010).

Quantitative analysis of dendritic spines is important for neurobiological research as it may help researchers understand the underlying structure to function relationship. Currently this analysis is mostly performed manually due to the unavailability of


Fig. 1. A dendritic branch with several spines imaged using a two-photon laser scanning microscope (2PLSM) is shown, arrows point at some of the spines attached to the dendritic branch.
reliable automated analysis tools. Such tools would accelerate research in this domain and help neuroscientists understand the relationship between neuronal activity and morphological changes in spines.

Rodriguez et al. (2008) conducted a study on spine classification based on 3D images acquired by confocal laser scanning microscopy (CLSM) and computed head to neck ratio, neck length, head diameter, and aspect ratio. They performed classification using a decision tree and used manual labels assigned by human expert operators to validate the performance of their approach. They reported intraoperator and inter-operator variability while assigning the labels. Son et al. (2011) used neck diameter, head diameter, shape criteria, area, length, and perimeter with a decision tree to classify spines. They also used CLSM for imaging and human expert assigned labels for evaluation. Shi et al. (2009) developed a semi-supervised learning approach based on 3D images acquired using CLSM and used a weighted feature set consisting of neck diameter, head diameter, volume, and length for classification of spines. A recent study on spine classification based on CLSM images extracted morphological features and used a rule-based classification approach (Basu et al., 2016).

Koh et al. (2002) developed a classification approach based on ratio criteria inspired by Harris et al. (1992) using the ratio of spine length to neck diameter, and ratio of head diameter to neck diameter. They used 2PLSM to acquire images. A recent spine analysis study based on 2PLSM images (Ghani et al., 2015) considered head diameter, neck length, perimeter, area and other morphological features to classify spines as either mushroom or stubby types. Head diameter and neck length were described to be the most important features, which was later supported by another study (Ghani et al., 2016) where ISOMAP (Tenenbaum et al., 2000) has been applied to compute the two most prominent features on a 2PLSM spine data-set. Erdil et al. (2015) applied intensity based features to perform classification of spines from 2PLSM intensity images.

Most of the studies on spine analysis focus on CLSM image, however, there are only a few studies that considered 2PLSM images. Another observation is that most of the studies considered morphological features and rule based classifiers. This research attempts to fill this gap and propose a shape and appearance features based classification technique.

This study is based on 2PLSM images. Analyzing 2PLSM images is more challenging in comparison to confocal laser scanning microscopy (CLSM) images due to lower signal to noise characteristics. Additionally, following the Abbe's law (Lipson et al., 2010), the resolution of 2PLSM images is half of the CLSM images. However, 2PLSM has the capability to image living cells with a reduced toxicity than CLSM thus can produce dynamic data, which would capture shape transitions during synaptic process, allowing the analysis of tissues over time (Koh et al., 2002; So et al., 2000). This is possible because 2PLSM causes reduced photo-damage and bleaching, two of the major limitations of fluorescence microscopy of living tissues and cell, due to a much smaller point of excitation than CLSM (So et al., 2000). Experiments with 2PLSM therefore permit the imaging of cells over prolonged periods of time, which produces large volumes of data. Neuroscientists studying the structure-function relationships use the 2PLSM and perform analysis manually, which is more challenging due to the low resolution, low SNR, and large amount of data. The techniques proposed in this paper would be of interest to neuroscientists interested in analyzing large volumes of such temporal data. This would accelerate the analysis process and would possibly assist neuroscientists to understand the structure-function relationships.

We propose an automated dendritic spine shape analysis framework in this paper. Disjunctive Normal Shape Models (DNSM) is a recently proposed shape model; we exploit its parametric nature


Fig. 2. Spine classes: mushroom, stubby, thin, filopodia (left to right). Intensity and corresponding manually annotated images are shown for each shape class.
and use it as a feature extraction approach. DNSM (Ramesh et al., 2015) is an implicit model that represents a shape through the union of convex polytopes that are constructed by intersections of half spaces. Mesadi et al. (2015) introduced DNSM-based shape and appearance priors and tested their potential on various segmentation problems. This approach has proven successful, because it provides better segmentation as compared to the existing state-of-the-art approaches. We apply this approach to segment the dendritic spines from maximum intensity projected (MIP) (Wallis et al., 1989) images and use its parameters as shape features.

Further, our analysis of 2PLSM images has also suggested that the intensity distribution inside spines also contains some information which could be useful for classification. However, we also noticed that intensity level varies across dendritic branches and datasets, which suggests using gradients rather than absolute intensity information. Histogram of oriented gradients (HOG) (Dalal and Triggs, 2005), as the name suggests, computes histograms of gradient directions and applies contrast normalization. HOG has been widely used for object detection and recognition tasks in computer vision. Therefore, we decided to apply HOG to compute appearance features.

As we will discuss later in this paper, the spine classes have overlapping distributions, which makes the spine classification problem challenging. To perform classification, we propose and use a kernel density estimation (KDE) based approach. This non-parametric approach intrinsically provides the likelihood of membership for each spine class in a principled manner. In order to evaluate the performance of developed approach, the output of the classification algorithm is compared to the labels assigned by a neuroscience expert. The achieved results validate that performance of the proposed approach is comparable to a neuroscience expert.

The idea of classifying spines into distinct classes has been used in many studies, however, there is still an open question on whether distinct spine classes exist or whether these should be modeled through a continuum of shape variations. Studies reported in Arellano et al. (2007), Peters and Kaiserman-Abramof (1970), Ghani et al. (2016) pointed that some spines in their dataset had intermediate shapes and were difficult to assign to one of the standard classes. Spacek and Hartmann (1983) additionally added two intermediate spine classes between stubby, and mushroom; and mushroom, and thin spines. Wallace and Bear (2004) claimed that morphological measurements of spines acquired from their data do not support the idea of existence of distinct spine classes. Ruszczycki et al. (2012) believe that there is no standard classification rule, and different researchers may use different criteria. We have also noted similar observations in the literature that there is no standard for classification and that each group defines the classes based on single or multiple expert/experts they work with, which causes analysis results to suffer from subjectivity. There seems to be a lack of a standard dataset publicly available for research. We will make the dataset used in this paper publicly available including raw data, manual annotations, and manual labels. ${ }^{2}$

[^1]Thanks to the nonparametric statistical structure of our KDEbased approach, it has the potential to represent complicated shape distributions well. Additionally, it provides a simplified framework that enables us to examine the shape distributions, including the question of whether the spine shapes constitute a continuum across classes.

The major contributions of this paper are; use of the DNSM based implicit parametric shape representation for feature extraction, the use of HOG to extract appearance features, the development of a KDE based spine shape classification approach, and a fully annotated dataset of 2PLSM images of three types of spines. Exploring the separability of spine shape classes in likelihood ratio space is another contribution of this paper. To the best of our knowledge, this is the first fully automated statistical machine learning-based approach for classification of spines from 2PLSM data with an extensive evaluation. Although we demonstrate the usefulness of our proposed approach on 2PLSM data, the proposed approach can be applied to spine data acquired with other imaging modalities as well.

The rest of this paper is organized as follows: an overview of image acquisition process is presented in Section 2. Detailed methodology of our proposed approach is described in Section 3. Experimental results are discussed in Section 4. Section 5 presents the conclusion of this study and future work suggestions.

## 2. Image acquisition

In order to be imaged under 2PLSM, hippocampal neurons from mouse organotypic slice cultures postnatal day $7-10$ were transfected using biolistic gene transfer with gold beads ( $10 \mathrm{mg}, 1.6 \mu \mathrm{~m}$ diameter, Biorad) coated with Dendra-2 (Evrogen) plasmid DNA $(100 \mu \mathrm{~g})$ or AFP using a Biorad Helios gene gun after 4 or 7 days in vitro. ${ }^{3}$

Imaging experiments were performed $2-5$ days posttransfection. Slices were perfused with artificial cerebrospinal fluid (ACSF) containing $127 \mathrm{mM} \mathrm{NaCl}, 2.5 \mathrm{mM} \mathrm{KCl}, 25 \mathrm{mM} \mathrm{NaHCO} 3$, $1.25 \mathrm{mM} \mathrm{NaH}_{2} \mathrm{PO}_{4}, 25 \mathrm{mM}$ D-glucose, $2 \mathrm{mM} \mathrm{CaCl}_{2}$ and 1 mM MgCl 2 (equilibrated with $\mathrm{O}_{2} 95 \%, \mathrm{CO}_{2} 5 \%$ ) at room temperature at a rate of $1.5 \mathrm{ml} / \mathrm{min}$. Two-photon imaging was performed using a galvanometer-based scanning system (Prairie Technologies, acquired by Bruker Inc.) on an Olympus BX61WI equipped with 60X water immersion objective ( 0.9 NA ), using a Ti:sapphire laser (Coherent Inc.) controlled by PrairieView software at 910 nm . Zstacks ( $0.3 \mu \mathrm{~m}$ axial spacing) from secondary or tertiary dendrites from CA1 neurons were collected every 5 min for up to 4 h . The field of view was $19.8 \times 19.8 \mu \mathrm{~m}$ at $1024 \times 1024$ pixels.

## 3. Methods

A preliminary version of this work has been reported in (Ghani et al., 2016). That study only involved shape-based analysis of two

[^2]spine classes on a limited dataset, whereas this paper presents an approach for joint shape and appearance-based classification of three spine types on an extended dataset. Section 3.1 explains the pre-processing procedures applied in this study, Section 3.2 describes the process for computing DNSM-based shape features, Section 3.3 provides the details of HOG-based appearance feature extraction process, Section 3.4 describes the feature selection techniques applied, and Section 3.5 presents the details of KDE based classification framework.

### 3.1. Pre-processing

We acquired 3D stacks of 40 dendritic branches. We projected the 3D images to 2D using MIP and applied median filtering to reduce noise. The ground truth for segmentation and classification were prepared by an expert from 2D images. We selected 456 dendritic spines consisting of 288 mushroom, 113 stubby, and 55 thin spines. The technique described in Section 3.2 is applied to segment spines in this study, which requires the input images to be aligned. Firstly, we choose a region of interest (ROI) in the projected $2 D$ image for each spine. The ROI is selected in a way that spine head center is placed approximately at the center of the ROI. Further, each spine image is scaled to $250 \times 250$ pixels. In order to keep the aspect ratio same (so that scaling does not affect the shape), the selected ROI is always square. Finally, we rotate each spine image such that spine neck is perpendicular to horizontal axis. This process currently involves manual procedures. However, the process can be automated by applying Hough Circle Transform (Atherton and Kerbyson, 1999) to locate the spine head center and by computing the spine neck path to detect its orientation with respect to the dendrite surface (Ghani et al., 2015).

### 3.2. DNSM-based feature extraction

Shapes can be represented using a characteristic function, and DNSM approximates shape characteristic function by a union of $N$ convex polytopes. These polytopes are constructed by intersection of $M$ half-spaces. The resulting DNSM approximation to the characteristic function of shape is presented in Eq. (1).
$f(\mathbf{x})=1-\prod_{i=1}^{N}\left(1-\prod_{j=1}^{M} \frac{1}{1+e^{\sum_{k=1}^{D+1} w_{i j k} x_{k}}}\right)$
where, $\mathbf{x}=\{x, y, 1\}$, and $D=2$ for 2-dimensional (2D) shapes. $w_{i j k}$ are the only free parameters in DNSM and they determine the position and orientation of half-spaces (discriminants). We use MIP (2D) images in this work, however, the DNSM approach is generic and can be straightforwardly extended to $3 D$ shapes. For further details of DNSM, readers are referred to (Ramesh et al., 2015).

On top of the basic DNSM shape representation, Mesadi et al. (2015) introduced DNSM based shape and appearance priors to improve segmentation. In this paper, we apply this DNSM based approach to segment dendritic spines. This approach exploits the parametric nature of DNSM, and learns shape and appearance features from training data to segment test images. DNSM shape and appearance priors based approach has two stages for the segmentation of spines: training, and testing. For this purpose, we divided our data into training and testing sets using a 10 fold cross validation procedure.

The training stage consists of two steps. The first is to represent the manually segmented (binary) spine image using DNSM parameters. During the second step, we construct local appearance and shape priors from training intensity and binary images. Due to the parametric nature of DNSM, we can construct shape priors at shape, polytope, and half-space levels. The use of local
priors would move the shape towards locally similar training samples during the testing stage. Local shape priors are constructed by linearly combining the polytope training shapes. This method generates an ample amount of shape variations by local combinations of training shapes, which enables this method to produce good segmentation results even with limited training data. Local appearance priors are constructed by first assigning each pixel to its nearest half-space, and then building two histograms for each half-space: one for background and other for foreground pixels. These local appearance priors constructed by intensity statistics around each half-plane equip this method with better expressive capability to represent the training data. The use of local appearance priors is especially important for spine segmentation, since spine segmentation requires distinguishing between dendrite and spine regions. As intensity levels for spine and dendrite regions are similar in 2PLSM images, it becomes crucial to use local appearance priors in order to provide good spine segmentation.

Spines are segmented in the testing stage by minimizing the weighted average of appearance and shape energy terms. Here the appearance energy term uses the intensity data. Weights $w_{i j k}$ are updated in each iteration using gradient descent, as illustrated in Eq. (2).
$w_{i j k} \leftarrow w_{i j k}-\alpha \frac{\partial E_{\text {Shape }}}{\partial w_{i j k}}-\gamma \frac{\partial E_{\text {Appr }}}{\partial w_{i j k}}$
where $\alpha$, and $\gamma$ are the levels of contributions from shape and appearance terms in updating the weights, $w_{i j k}$.

This approach has several parameters which must be tuned for different applications: number of half spaces $M$, number of polytopes $N$; and level of contribution from shape priors $\alpha$, and appearance priors $\gamma$. We used the same values for these parameters as suggested by Ghani et al. (2016): $M=16, N=8, \alpha=0.05$, and $\gamma=0.5$. Segmentation results for a few spines are given in Fig. 3. As a result of segmentation, we have achieved the approximated form of the characteristic function of each spine shape in terms of DNSM parameters. The DNSM represents each segmented image using $M \times N \times 3$ parameters. As discussed earlier, in this paper we exploit DNSM's parametric nature and use DNSM parameters as feature vectors to train the classifier to perform spine classification. We also use this feature space to study shape statistics.

### 3.3. Appearance feature computation

HOG (Dalal and Triggs, 2005) characterizes the local appearance features by computing 1D histograms of gradient orientations. HOG has been studied extensively in the literature and has been successful in various object detection and recognition tasks. We observed in our data that spines have uniform intensities inside the head, however, this is not true for the neck. A decreasing intensity pattern can be noticed in the neck part of spines. This is useful information since stubby spines have short heads and no or short necks, mushroom spines have big heads and long necks, and thin spines have small heads and long necks. Hence using this local appearance information would assist us in the spine classification task.

The HOG representation is achieved in several steps. The first step involves dividing the image into small spatial regions called "cells" and computing gradient orientations in each cell. Then the gradient orientations are divided into smaller regions called "bins". A 1D histogram is constructed for each bin by accumulating the corresponding gradient directions. Further, Dalal and Triggs (2005) suggested applying contrast normalization in order to achieve illumination invariance properties for achieved descriptors. Contrast normalization is applied using relatively large regions called "blocks" and normalizing the cell histograms by block histograms. Overlapping blocks are used for sufficient contrast normalization.


Fig. 3. A few images from dataset, without segmentation (above) and segmented images (below). The first 2 spines are labeled as mushroom, the 3 rd spine as stubby, and the 4th as thin. Spines are segmented using DNSM shape and appearance priors based approach (Mesadi et al., 2015). Automated segmentation results are not perfect; sometimes


The final step involves constructing a single 1D descriptor by combining all the histograms.

In order to compute HOG features, we select a region of interest (ROI) in intensity images such that the spine is completely inside the ROI and it does not include parts of dendrite. This does not require ROIs for all spines to have the same dimensions. We rotate the ROIs such that spine necks are vertically aligned. Several images from this dataset are shown in Fig. 4. The reason behind selecting a separate ROI for HOG features is to remove the dendritic branch and reduce other artifacts.

As discussed earlier, HOG has different components and changing their values affect the descriptors. These parameters include: cell size, block size, block overlap ratio, and number of oriented histogram bins. The choice for the value of cell size depends upon whether we are interested in global/large-scale features or local features. If we are interested in large-scale features, a large cell size value would be desired. Increasing the cell size will capture more pixels, this as a result we will lose local level or small scale changes and will only be able to keep global information. Similar to cell size, a small block size will allow us to keep track of local illumination changes. If we want to perform contrast normalization, a block size value greater than cell size would be required. Contrast normalization is also controlled through block overlap, the number of overlapping cells in adjacent blocks. If we use unsigned gradient directions, we cannot differentiate between dark to light, and light to dark intensity transitions. The number of histogram orientation bins controls the size of the feature vector. A large value increases the feature vector size but enables


Fig. 4. Sample images from dataset prepared for HOG feature extraction. The first spine is labeled as thin, 2nd and 3rd as mushroom, and 4th as stubby (from left to right).
capturing finer intensity changes. We performed experiments with different values of HOG features and empirically selected the values of HOG parameters to be, CellSize $=[$ height $/ 5$, width $/ 5]$, BlockSize $=2 \times$ CellSize, BlockOverlap $=1$, and Bins $=9$.

### 3.4. Feature selection

Our shape based feature extraction process produces a $384-$ dimensional feature vector, whereas the appearance based feature extraction process produces a 576 -dimensional feature vector. As we are considering a 3 class problem here, some of the features might be redundant or less relevant for classification. Hence it would be of interest to apply some feature selection techniques and perform classification on reduced-dimensional features. We consider two feature selection techniques: (i) correlation based feature selection (CFS) (Hall, 1999), and (ii) information gain based feature selection (IG) (Cover and Thomas, 1991). CFS selects features based on their correlation and intercorrelation scores to different classes. IG weights features based on information gain with respect to a class and produces a score for each feature, we select the features with score of 0.1 and greater.

### 3.5. KDE based Classification

We estimate non-parametric density functions of classconditional features using kernel density estimation (KDE) and apply likelihood ratio tests (LRT) to perform classification. In this work, we use KDE and LRT for analysis of $2 D$ MIP images of spines, however, KDE and LRT are generic in nature and could potentially be applied to an arbitrary dimensional dataset. Our nonparametric density estimation approach is similar to Kim et al. (2007). Assuming we have $m$ data samples: $x_{1}, x_{2}, \ldots, x_{m}$, having the $n$-dimensional density function $p(x)$, the Parzen density can be estimated by applying Eq. (3).
$\hat{p}(x)=\frac{1}{m} \sum_{i=1}^{m} k\left(x-x_{i}, \Sigma\right)$
where, $k(x, \Sigma)=\mathcal{N}\left(x ; 0, \Sigma^{T} \Sigma\right)$ is an $n$-dimensional kernel, which can be simplified using the assumption that the kernel is spherical,
i.e., $\Sigma=\sigma I$. Applying this assumption, Eq. (3) can be simplified, as follows:
$\hat{p}(x)=\frac{1}{m} \sum_{i=1}^{m} k\left(d\left(x, x_{i}\right), \sigma\right)$,
where $d\left(x, x_{i}\right)$ is the $\ell_{2}$ distance between $x$ and $x_{i}$ in $\mathbb{R}^{n}$ and $k(x, \sigma)=\mathcal{N}\left(x ; 0, \sigma^{2}\right)$ is the 1D Gaussian kernel. Kernel size ( $\sigma$ ) is estimated by the bracket method (also known as the bisection method) (Richard and Burden, 1988). First, we compute 1D kernel size from each feature and use this $n$ dimensional kernel size vector to compute minimum ( $\sigma_{\min }$ ) and maximum kernel size ( $\sigma_{\max }$ ). Secondly, we apply the bracket method to compute the maximum likelihood kernel size in [ $\sigma_{\min }, \sigma_{\max }$ ] range by iteratively bisecting the interval and selecting the subinterval that contains the optimal kernel size. We compute three nonparametric density estimates for the three spine classes based on training data in each class: $\hat{p}_{m}(x)$, $\hat{p}_{s}(x)$, and $\hat{p}_{t}(x)$.

Once we have estimated the nonparametric density estimates for each class, the likelihood of an image belonging to Mushroom $\left(l_{m}\right)$, Stubby $\left(l_{s}\right)$, and Thin $\left(l_{t}\right)$ classes can be estimated as follows:
$l_{m}\left(x^{o b s}\right)=\hat{p}_{m}\left(x=x^{o b s}\right)$,
$l_{s}\left(x^{o b s}\right)=\hat{p}_{s}\left(x=x^{o b s}\right)$,
$l_{t}\left(x^{o b s}\right)=\hat{p}_{t}\left(x=x^{o b s}\right)$,
After estimating the likelihood for each class, we can perform classification using the LRT. This is a 3-class problem and requires multiple likelihood comparisons; we define 2 likelihood ratios, as depicted in Eq. (6), where $\mathcal{L}_{s}$ stands for stubby and $\mathcal{L}_{t}$ for thin spines.
$\mathcal{L}_{S}=\frac{l_{S}}{l_{m}}$
$\mathcal{L}_{t}=\frac{l_{t}}{l_{m}}$
Finally, we can compare these likelihood ratios to perform classification:
$\mathcal{L}_{S} \stackrel{\text { Not }}{\gtrless} \mathrm{M}_{1}$
Not $S$
$\mathcal{L}_{S} \stackrel{\text { Not }}{ }{ }^{\mathrm{T}} \mathcal{L}_{t}$
$\mathcal{L}_{t} \stackrel{\text { Not }}{\gtrless}{ }^{\mathrm{M}}$
Not T
Here "Not M" means do not decide mushroom as the classification decision, "Not S" means do not decide stubby, and "Not T" means do not decide thin as classification decision. In this manner we use an elimination procedure until we are left with only one possible class that is used as the decision. This approach simplifies the classification process by mapping an $n$-dimensional classification problem to a 2D problem, specifying the problem in terms of likelihood ratios which constitute the sufficient statistics for the classification problem. Fig. 5 illustrates the decision regions for classification in the 2D likelihood ratio space.

## 4. Results and discussion

We extract shape and appearance based features and perform classification. In order to evaluate the classification results, we use labels assigned by a human expert. We compare classification results of our approach to four morphological feature based approaches: Ghani et al. (2015), Koh et al. (2002), NeuronStudio (Rodriguez et al., 2008), and 2dSpAn (Basu et al., 2016). NeuronStudio uses an automated spine detection algorithm; their approach


Fig. 5. Decision regions for classification in 2D likelihood ratio space.
misses 83 of the spines from our complete dataset. 2dSpAn uses a global thresholding based approach for dendrite and spine segmentation (using different threshold for each image), and fails to segment 197 of the spines from our complete dataset. For fair comparison, we present results on three datasets; DatasetA: complete dataset, DatasetB: which includes only the spines that are successfully detected by the NeuronStudio spine detection algorithm, and DatasetC: which includes only the spine that are segmented by the 2 dSpAn segmentation approach. DatasetA consists of 456 spines including 288 mushroom, 113 stubby, and 55 thin type spines. DatasetB consists of 373 spines including 251 mushroom, 96 stubby, and 26 thin type spines. DatasetC consists of 259 spines including 182 mushroom, 71 stubby, and 6 thin spines.

Koh et al. (2002) extracted morphological features and performed classification using ratio criteria. However, these criteria seem to be very specialized for specific data with the result that their performance is very poor on our dataset, as shown in Table 1. In order to test the potential of their proposed features, we trained KDE, SVM, and NN, and performed classification using the same settings used for other methods. This performance is closer to other morphological features based approaches, which means that ratio criterion based classification approach is very specialized to some datasets and it must be used cautiously.

In order to perform the comparison with NeuronStudio (Rodriguez et al., 2008), we downloaded the latest (0.9.92) version of NeuronStudio ${ }^{4}$ and computed classification results. After loading and setting dataset parameters, we used semi-automatic dendrite tracing by providing a manual seed. After dendrite tracing, we used NeuronStudio's built-in spine detection and classification tools to compute classification results on DatasetB. Although Neuronstudio uses 3D data for analysis, its performance is even worse than our morphological features based approach (Ghani et al., 2015) that only relies on 2D data. Additionally, our shape and appearance features based approach outperforms Neuronstudio with a margin of more than 20\%. Neuronstudio's performance suffers from its morphology based features and rule based classification process.

2dSpAn (Basu et al., 2016) is a recently developed tool for spine classification. Initially, the user clicks on two points in the image to select the ROI. It uses global thresholding to perform segmentation. The threshold can be manually adjusted. However,

[^3]Table 1
Results of classification of three spine types. Joint and separate use of the proposed KDE classification method and shape (DNSM) and appearance-based (HOG) feature extraction methods are evaluated and compared with existing spine classification methods of Koh et al. (2002), Rodriguez et al. (2008), Basu et al. (2016), Ghani et al. (2015) as well as other state-of-the-art classifiers one might consider.

| Classifier | Features | DatasetA | DatasetB | DatasetC |
| :---: | :---: | :---: | :---: | :---: |
| KDE | Ghani et al. (2015) | 61.18\% | 61.39\% | 64.87\% |
|  | Koh et al. (2002) | 54.17\% | 54.16\% | 52.12\% |
|  | DNSM (Ghani et al., 2016) | 75.60\% | 75.34\% | 75.29\% |
|  | HOG | 83.11\% | 84.45\% | 86.87\% |
|  | DNSM + HOG | 82.02\% | 83.65\% | 84.94\% |
|  | DNSM + HOG + CFS | 84.87\% | 85.26\% | 87.26\% |
|  | DNSM + HOG + IG | 83.33\% | 85.79\% | 85.71\% |
| SVM | Ghani et al. (2015) | 69.30\% | 75.60\% | 74.13\% |
|  | Koh et al. (2002) | 69.52\% | 72.92\% | 76.06\% |
|  | DNSM (Ghani et al., 2016) | 74.12\% | 78.82\% | 74.90\% |
|  | HOG | 82.46\% | 82.04\% | 85.71\% |
|  | DNSM + HOG | 81.36\% | 82.57\% | 86.10\% |
|  | DNSM + HOG + CFS | 80.48\% | 81.50\% | 84.94\% |
|  | DNSM + HOG + IG | 79.83\% | 81.77\% | 85.33\% |
| NN | Ghani et al. (2015) | 69.96\% | 71.31\% | 74.90\% |
|  | Koh et al. (2002) | 67.54\% | 70.78\% | 72.97\% |
|  | DNSM (Ghani et al., 2016) | 80.70\% | 82.04\% | 84.94\% |
|  | HOG | 84.21\% | 84.72\% | 87.26\% |
|  | DNSM + HOG | 85.53\% | 84.97\% | 85.33\% |
| Ratio criteria | DNSM + HOG + CFS | 83.55\% | 86.33\% | 86.10\% |
|  | DNSM + HOG + IG | 87.06\% | 87.13\% | 86.87\% |
|  | Koh et al. (2002) | 25.66\% | 26.27\% | 19.04\% |
|  | z et al., 2008) | - | 60.86\% | - |
|  | I., 2016) | - | - | 39.38\% |

Results presented as bold face represent best performance of a classifier on a Dataset.
due to the challenging nature of 2PLSM data it is hard to segment all the spines using a global threshold. Therefore, we select the threshold manually for each image so that the maximum number of spines can be segmented. Further, spine detection is performed manually; the user clicks on each spine, and the tool computes the morphological features and performs classification using a rule based approach. As can be seen from the results presented in Table 1 performance of $2 d S p A n$ is even worse than our morphological features based approach (Ghani et al., 2015). Additionally, our shape and appearance features based approach performs almost twice as well as 2 dSpAn .

We compare the performance of our approach using three classifiers: KDE, support vector machines (SVM) and Neural Networks (NN). We used a linear kernel for SVM and a 2-layer back-propagation trained feed-forward network with $\frac{\text { No. of features }+ \text { No. of Classes }}{2}$ nodes in each layer for Neural Network based classification. We compare shape, appearance, and morphological feature extraction schemes for all three classifiers using 10 fold cross validation. Classification results are presented in Table 1.

As we can see from Table 1, the proposed shape and appearance based feature extraction techniques result in higher classification accuracy for all classifiers with respect to commonly used morphological features (Rodriguez et al., 2008; Koh et al., 2002; Ghani et al., 2015; Basu et al., 2016) on all datasets. It is also clear from presented results that HOG based appearance features perform slightly better than DNSM features. Combining DNSM and HOG performs slightly better in some cases. Further applying feature selection on DNSM + HOG results in higher accuracy in some cases. Another conclusion to draw from Table 1 is that our proposed shape and appearance features combined with Neural Network outperforms other classification methods. We demonstrate the usefulness of advanced machine learning classification approaches, KDE, SVM, and NN, for classification of dendritic spines and demonstrate their advantages over classical rule-based approaches. Additionally, our KDE based framework provides the statistical description in terms of the shape and appearance features.

### 4.1. Likelihood-ratio space analysis

As discussed earlier, whether to view spines as belonging to distinct shape classes or to model them through a continuum of shape variations is still an open question. Since our KDE based classification approach gives the likelihood of a spine being member of mushroom $\left(l_{m}\right)$, stubby $\left(l_{s}\right)$, and thin ( $l_{t}$ ) classes, it can be used to examine this question in a principled manner. We computed the histogram of likelihood ratios ( $\mathcal{L}_{S}$ and $\mathcal{L}_{t}$ ), as given in Fig. 6 and analyzed whether we see three distinct modes or a continuum of


Fig. 6. 2D likelihood ratio space produced using DNSM + HOG + InfoGain on DatasetA. We have added transparency in the histogram for improved visualization. We can see three peaks; however, the samples of each shape are distributed all over. With the aid of transparency, we can see different shape samples spread over the grid produced as a mixture of different colors such as red and yellow, yellow and blue, etc.

Table 2
Two-sample two-dimensional Kolmogorov-Smirnov test results for different class separation problems. We use the null hypothesis that each pair of distributions has the same mean, which is rejected in all cases, supporting the existence of distinct shape classes.

| Test | $p$-value | Rejected/accepted |
| :--- | :--- | :--- |
| Mushroom vs. stubby | $1.49 \times 10^{-43}$ | Rejected |
| Mushroom vs. thin | $3.05 \times 10^{-19}$ | Rejected |
| Stubby vs. thin | $1.54 \times 10^{-25}$ | Rejected |

shapes. It is evident from the presented histogram that we see three peaks, however the samples of three classes can be found all over the grid. One might argue that there are three classes, mushroom, stubby, and thin, but there is a significant overlap between their distributions. To analyze the statistical significance of the hypothesis that these spine classes have distinct means in the space of likelihoods, we performed multi-variate analysis of variance (MANOVA) with the null hypothesis that all class distributions have the same mean. Since we have two dependent variables, $\mathcal{L}_{s}$ and $\mathcal{L}_{t}$, and three classes, MANOVA is a fair choice for statistical significance analysis. We applied MANOVA on our data and found that it rejects the null hypothesis at $\alpha=0.05$ significance level. MANOVA rejects the existence of a continuum of shape variations. Further, we apply post-hoc tests to analyze the individual class separability using a two-sample bi-variate Kolmogorov-Smirnov test (Peacock, 1983) with the null hypothesis that each pair of distributions has the same mean. Here, we perform three tests to analyze mushroom vs. stubby, mushroom vs. thin, and stubby vs. thin class separations. The test results are given in Table 2. The null hypothesis is rejected in all cases supporting the argument for the existence of distinct classes. It provides us an insight that class distributions have different means, meaning that there exist three distinct classes in our dataset. Such low $p$-value strongly supports the significance of our analysis. However, these results are dependent on how the experiment has been performed and the particular data set obtained. While our findings apply to this particular data set, the analysis tools we have proposed would be useful in similar spine shape analysis problems. ${ }^{5}$

If we treat this problem as a classification task, the best performance (assuming equal priors and the probability of error as the decision criterion) can be achieved by thresholding in the 2D likelihood ratio space as illustrated in Fig. 5 to perform classification. However, classifying the spines lying around these decision boundaries is a difficult decision since values of $\mathcal{L}_{S}$ and $\mathcal{L}_{t}$ are very close in such cases. Our KDE based framework provides a principled approach to handle such spines. If values of $\mathcal{L}_{S}$ and $\mathcal{L}_{t}$ are not very different, one might use the help of neuroscientists to investigate the spines and make a decision manually. Further analysis may also include 3D image evaluation of the spines whose likelihoods for different classes are very close.

## 5. Conclusion

We have considered the problem of dendritic spine shape analysis and proposed a framework for shape and appearancebased feature extraction and statistically-based classification from 2PLSM images of neurons. This study provides a new direction to researchers working in this domain. We investigated the use of a shape feature extraction technique, DNSM, and an appearance feature extraction technique, HOG. We begin with intensity images and perform segmentation using DNSM, which is a parametric shape model and provides DNSM parameters along

[^4]with segmentation. We use DNSM parameters of resulting segmented images as shape features. Further, we compute HOG based appearance features from intensity images. We perform different experiments by combining shape and appearance features and compare performance of our proposed feature extraction approach to three morphological feature based approaches reported in the literature.

We compare classification performance using KDE, SVM, and NN classifiers, and find that our approach outperforms three state-of-the-art morphological features based approaches. Our shape and appearance features combined with advanced machine learning classifiers outperforms existing spine feature extraction and classification methods. Our feature extraction methods are generic in the sense that they can be combined with other state-of-the-art classifiers. Additionally, our KDE based feature analysis approach is useful not only to perform classification but also to study the statistical distribution of spine classes to contribute towards questions of identifiability of distinct spine classes. We present a histogram of likelihood ratios which provides an insight into the challenging nature of the spine shape analysis problem. Likelihood ratio space shows three peaks but samples of all classes are spread all over. Further, we apply a MANOVA test to check the statistical significance of our analysis and which supports the idea of distinct shape classes on the spine data used in this paper. While our conclusion applies to this particular data set, the analysis tools we have proposed would be useful in similar spine shape analysis problems. This work is based on MIP 2D spine images, however, we expect that analysis performed on 3D data would provide better performance in principle. Many pieces of our approach can be extended to 3D in a straightforward way and we are currently working on to extend the tools for analysis of 3D data.

We have used a KDE based approach for classification, however, one could use the KDE framework to output continuous probabilistic scores rather than class assignments. Another interesting extension of this work could be to propose a new shape representation consisting of shape primitives that can compactly represent spine parts such as head and neck, which could seamlessly produce biologically meaningful features such as neck length. Furthermore, we analyzed the question of continuum of shape variations, which should be further investigated on more datasets using our framework which could potentially contribute to this on-going debate. On the technical side, tools could be developed to study spine shapes in an unsupervised fashion, which would reduce subjective biases introduced due to the supervised nature of classification based analysis. Another challenge is that due to the subjective nature of class assignment by human experts, the process can be uncertain. In such cases, one could provide a confidence level during the label assignment process, so if a classification framework makes a mistake for cases when even a human expert is unsure, it should not be considered an error.
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