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Abstract. Wavefront sensors that can operate at low light levels, be built
from present technology components, and provide accurate wavefront
phase estimates in real time are required for use with adaptive optics
systems. The use of estimation theory makes possible the evaluation of
wavefront sensors without specification of the wavefront phase estima-
tion algorithms. The Cramer -Rao method was used to find a lower bound
on integrated rms wavefront sensor estimation error. In addition to an
analysis of the general case, the error lower bound was numerically evalu-
ated for the shearing interferometer wavefront sensor. Computer simula-
tions of the atmosphere and wavefront sensor measurements including
noise were performed. Using an appropriate algorithm, the phase was
estimated and the resulting phase error was compared with the lower
bound. The results support the validity of using the Cramer -Rao lower
bound to evaluate wavefront sensor performance.
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1. INTRODUCTION
A number of sensors that measure wavefront aberrations due
to atmospheric turbulence or optical system misalignment are
in various stages of development. Most sensors measure the
effect of the aberrations on some intensity distribution and
seek to infer, via data processing, the aberrations from the
measured intensity. Different types of measurements are
made and different algorithms are used to estimate the wave-
front phase for each sensor. The tasks of evaluating the per-
formance of a given sensor -algorithm combination or devel-
oping a new sensor concept are difficult. A worthy goal, then,
is to develop a technique by which wavefront sensor designs
may be more easily evaluated.
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In this paper, the use of Cramer -Rao lower bounds on the
integrated rms phase estimate error as a technique for wave-
front sensor design and analysis is described. In Sec. 2, a
mathematical model of the wavefront sensing process is
given. The Cramer -Rao method is applied, in the general
case, in Sec. 3. A specific wavefront sensor is analyzed in
Sec. 4. The usefulness of the Cramer -Rao approach is demon-
strated in Sec. 5 by comparison of the error lower bound to the
phase estimate error obtained by computer simulation. Con-
clusions and suggestions for further work are given in Sec. 6.

2. WAVEFRONT SENSOR MODEL

The wavefront sensor receives the electromagnetic field from
an object after it has acquired a phase aberration. To maintain
generality, the object is allowed to be extended and the field is
of arbitrary coherence. It will, however, be assumed that the
field (emitted by or scattered from the object) is quasi -mono-
chromatic and that the distance between the object and the
sensor is sufficiently great that the Fraunhofer approximation
can be made. The field is therefore characterized by its mutual
intensity M(x, y) in the sensor input aperture in the absence of
any phase aberration. (x and other boldface symbols will
denote two -dimensional vectors.) The phase aberration will
be assumed to be isoplanatic and given by the function 4(x).

The intensity at the detector ist

I(u) = 'A-1A' x)h*(u, y)M(x, y) exp{i[(x) - (y)1}dxdy , (1)

where h(u, x) is the
and A is the region
detector is assumed,

s(u) = TITI(u) + n(u)

coherent impulse response of the sensor
defined by the sensor aperture. A linear
and the detected signal is

(2)
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1. INTRODUCTION
A number of sensors that measure wavefront aberrations due 
to atmospheric turbulence or optical system misalignment are 
in various stages of development. Most sensors measure the 
effect of the aberrations on some intensity distribution and 
seek to infer, via data processing, the aberrations from the 
measured intensity. Different types of measurements are 
made and different algorithms are used to estimate the wave- 
front phase for each sensor. The tasks of evaluating the per­ 
formance of a given sensor-algorithm combination or devel­ 
oping a new sensor concept are difficult. A worthy goal, then, 
is to develop a technique by which wavefront sensor designs 
may be more easily evaluated.
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In this paper, the use of Cramer-Rao lower bounds on the 
integrated rms phase estimate error as a technique for wave- 
front sensor design and analysis is described. In Sec. 2, a 
mathematical model of the wavefront sensing process is 
given. The Cramer-Rao method is applied, in the general 
case, in Sec. 3. A specific wavefront sensor is analyzed in 
Sec. 4. The usefulness of the Cramer-Rao approach is demon­ 
strated in Sec. 5 by comparison of the error lower bound to the 
phase estimate error obtained by computer simulation. Con­ 
clusions and suggestions for further work are given in Sec. 6.

2. WAVEFRONT SENSOR MODEL
The wavefront sensor receives the electromagnetic field from 
an object after it has acquired a phase aberration. To maintain 
generality, the object is allowed to be extended and the field is 
of arbitrary coherence. It will, however, be assumed that the 
field (emitted by or scattered from the object) is quasi-mono­ 
chromatic and that the distance between the object and the 
sensor is sufficiently great that the Fraunhofer approximation 
can be made. The field is therefore characterized by its mutual 
intensity M(x, y) in the sensor input aperture in the absence of 
any phase aberration, (x and other boldface symbols will 
denote two-dimensional vectors.) The phase aberration will 
be assumed to be isoplanatic and given by the function <Xx). 

The intensity at the detector is 1

A-'Ah(u, x)h*(u, y)M(x, y) - <|>(y)]}dxdy , (1)

where h(u, x) is the coherent impulse response of the sensor 
and A is the region defined by the sensor aperture. A linear 
detector is assumed, and the detected signal is

s(u) = n(u) (2)
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where is the quantum efficiency of the detection process, T
is the detector integration time, and n(u) is additive noise. It
is assumed that T is long compared to the time over which the
field must be averaged to give the mutual intensity, but short
compared to the time required for the atmospheric phase to
change significantly.

Further modeling of the detector signal as a discrete signal

s; =
J

s(u)du ,
P

(3)

where Pi is the jth detector element, is possible, but is avoided
here for simplicity. However, in Sec. 5 theoretical results are
interpreted and applied to the case of discrete signals.

3. APPLICATION OF CRAMER -RAO METHOD
The phase estimation problem is one of determining $(x),
an estimate of the phase (I)(x), from the measurements s(u).
The goal in this section is to find a lower bound on the error of
the estimate $(x), given knowledge of (1) the properties of
the wavefront sensor and (2) the statistics of 4(x) and the
noise n(u). The Cramer -Rao method will be applied to the
wavefront sensor model described in Sec. 2. A first step in
this direction is described in Ref. 2 and is based on the
extension of Cramer -Rao bounds to continuous signals as
developed in Ref. 3. The discussion in this section will state
assumptions, give new and corrected results, and provide
interpretations for limiting cases. The reader is referred to
Ref. 4 for an excellent tutorial on the Cramer -Rao method.

For application to wavefront sensing, the following as-
sumptions will be made: (1) The phase 4(x) is a sample
function from a zero mean Gaussian random process with
covariance

EN(x) (I)(y)l = K(x - y) , (4)

where E[] signifies expected value. (2) The noise n(u) is a
sample function from a zero mean Gaussian random process
with covariance

E[n(u)n(v)] = 8(u - v) . (5)
2

(3) The estimate $(x) of the phase is unbiased, which is
equivalent to

E[(x) - (I)(x)] = 0 . (6)

Note that these assumptions are stricter than required by the
Cramer -Rao method. In particular, the phase covariance need
not be stationary, and the noise need not be white.

3.1. Lower bound on estimation error
The integrated mean -squared error of the phase estimate is

e2 = 1
JA

E{[(x) - (x)l2}dx ,
A

(7)

where A is interpreted as the area of the sensor input aperture.
It can be proven that e2 has a lower bound eó given by4

1eó = - x)dx'At' (8)

The inverse information kernel J- 1(x,x) can be shown
to be related to the known quantities by the integral equation

J-'(x, y) + 1A'A' p)R(p q)K(q - y)dpdq = K(x - y) ,

where

412T2
R(x, y) =

N
exp[-2K(0)]

(9)

x Ref h(u, x)h*(u, p)M(x, p) exp[K(x - p) + K(y - q)]
P A A

x {h*(u, y)h(u, q)M*(y, q)

x exp[K(x- y) - K(x - q) - K(y - p) + K(p - q)]

- h(u, y)h*(u, q)M(y, q)

x exp[-K(x - y) + K(x - q) + K(y - p) - K(p - q)]}

dudpdq (10)

and P is the region in the u -plane where the intensity is
detected.

3.2. Lower bound for limiting cases
To aid in the intuitive understanding of these results, consider
two limiting cases: (1) a sensor with very poor detected -
signal -to -noise ratio and (2) a sensor that detects only the
intensity in the aperture (a poor choice of measurement since
it gives no phase information). It would be expected that in
either case the error e2 will approach the error of a phase
estimate based on a priori information only (i.e. , the measure-
ment gives no information). Since the phase is assumed to be
zero mean, this error is K(0) = 4, the phase variance.

The Cramer -Rao lower bound e9 for these two cases can be
evaluated easily if the mutual intensity M(x, y) is assumed to
be a constant I (i.e., the object is a point). Case (1) corre-
sponds to I2 /N -> 0 and case (2) to h(u, x) = 8(u - x).
Examination of Eq. (10) indicates that R(x, y) -* 0 in both
cases. The solution of Eq. (9) is then J -1(x, y) = K(x -
y), and Eq. (8) gives eó = v4. This agrees with the
intuitive reasoning given above.

3.3. Further assumptions and development
Since many wavefront sensors use multiple measurement
planes, it is necessary to extend these results. Suppose there
are m measurement planes with corresponding impulse re-
sponses hh(u, x), j = 1, . . . , m. (These impulse responses are
assumed to be normalized in such a way that total energy is
conserved in the sensor.) The detected signals are then

si(u) = +ni(u), j=1,...,m.

Assuming the noises nj are statistically independent and

E[nj(u)n,(v)] = 21 8(u - y) ,

then it is straightforward to show that

(12)
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where T\ is the quantum efficiency of the detection process, T 
is the detector integration time, and n(u) is additive noise. It 
is assumed that T is long compared to the time over which the 
field must be averaged to give the mutual intensity, but short 
compared to the time required for the atmospheric phase to 
change significantly. 

Further modeling of the detector signal as a discrete signal

The inverse information kernel J ! (x,x) can be shown 
to be related to the known quantities by the integral equation

-^x, y) + f I J-'(x, P)R(P, q)K(q - y)dpdq = K(x - y) , 
VA

(9)

where

Sj = s(u)du , (3)

where Pj is the }th detector element, is possible, but is avoided 
here for simplicity. However, in Sec. 5 theoretical results are 
interpreted and applied to the case of discrete signals.

3. APPLICATION OF CRAMER-RAO METHOD
The phase estimation problem is one of determining <f>(x), 
an estimate of the phase <|>(x), from the measurements s(u). 
The goal in this section is to find a lower bound on the error of 
the estimate <j>(x), given knowledge of (1) the properties of 
the wavefront sensor and (2) the statistics of (|>(x) and the 
noise n(u). The Cramer-Rao method will be applied to the 
wavefront sensor model described in Sec. 2. A first step in 
this direction is described in Ref. 2 and is based on the 
extension of Cramer-Rao bounds to continuous signals as 
developed in Ref. 3. The discussion in this section will state 
assumptions, give new and corrected results, and provide 
interpretations for limiting cases. The reader is referred to 
Ref. 4 for an excellent tutorial on the Cramer-Rao method.

For application to wavefront sensing, the following as­ 
sumptions will be made: (1) The phase c(>(x) is a sample 
function from a zero mean Gaussian random process with 
covariance

E[<Xx) <|>(y)] = K(x - y) , (4)

where £[ ] signifies expected value. (2) The noise n(u) is a 
sample function from a zero mean Gaussian random process 
with covariance

E[n(u)n(v)] =   8(u - v) . (5)

(3) The estimate <j>(x) of the phase is unbiased, which is 
equivalent to

= 0 . (6)

Note that these assumptions are stricter than required by the 
Cramer-Rao method. In particular, the phase covariance need 
not be stationary, and the noise need not be white.

3.1. Lower bound on estimation error
The integrated mean-squared error of the phase estimate is

e2 =   | E{[$(x) - (|>(x)] 2}dx , 
A

(7)

where A is interpreted as the area of the sensor input aperture. 
It can be proven that e2 has a lower bound CQ given by4

=   r l (x, x)dx. A J A

x Re///«„,JpJAJA
x)h*(u, p)M(x, p) exp[K(x - p) 4- K(y - q)]

x {h*(u, y)h(u, q)M*(y, q)

x exp[K(x- y) - K(x - q) - K(y - p) + K(p - q)]

- h(u, y)h*(u, q)M(y, q)

x exp[-K(x - y) + K(x - q) + K(y - p) - K(p - q)]}

dudpdq (10)

and P is the region in the u-plane where the intensity is 
detected.

3.2. Lower bound for limiting cases
To aid in the intuitive understanding of these results, consider 
two limiting cases: (1) a sensor with very poor detected- 
signal-to-noise ratio and (2) a sensor that detects only the 
intensity in the aperture (a poor choice of measurement since 
it gives no phase information). It would be expected that in 
either case the error e2 will approach the error of a phase 
estimate based on a priori information only (i.e., the measure­ 
ment gives no information). Since the phase is assumed to be 
zero mean, this error is K(0) = <r£, the phase variance.

The Cramer-Rao lower bound CQ for these two cases can be 
evaluated easily if the mutual intensity M(x, y) is assumed to 
be a constant I (i.e., the object is a point). Case (1) corre­ 
sponds to I2/N  > 0 and case (2) to h(u, x) = 8(u - x). 
Examination of Eq. (10) indicates that R(x, y)  » 0 in both 
cases. The solution of Eq. (9) is then J -1 (x, y) = K(x - 
y), and Eq. (8) gives CQ = <j|. This agrees with the 
intuitive reasoning given above.

3.3. Further assumptions and development

Since many wavefront sensors use multiple measurement 
planes, it is necessary to extend these results. Suppose there 
are m measurement planes with corresponding impulse re­ 
sponses hj(u, x), j = 1, . . ., m. (These impulse responses are 
assumed to be normalized in such a way that total energy is 
conserved in the sensor.) The detected signals are then

Sj (u) = T)TIj(u) + nj(u) , j = 1, ..., m . (11) 

Assuming the noises nj are statistically independent and

E[nj(u)nj(v)] = -^ 8(u - v) , (12)

(8) then it is straightforward to show that
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R(x, y) = E Ri(x, y) ,
j=i

CEDERQUIST, ROBINSON, KRYSKOWSKI, FIENUP, WACKERMAN

-(13) M(x, y) = I exp( -Ix
2

yI2

I

where Ri(x, y) is given by Eq. (10) using hi(u, x).
The solution of the integral Eq. (9) is a difficult task. The

numerical results reported in Sec. 4 are based on an approxi-
mate solution applicable when R(x, y) = R(x - y) (i.e., R is
shift -invariant). Equation (9) is then

J '(x - y) +
J J

.1-1(x - p)R(p - q)K(q - y)dpdq
A A

=K(x-y). (14)

Approximating the integrals over the sensor aperture A by
infinite limit integrals and Fourier transforming gives

J -'(f) + J -1(f )R(f )K(f) = K(f) , (15)

where

F(f) = JF(x) exp( -i2rrx f) dx . (16)

The solution is

J-'(f ) = K(f )
1 + R(f )K(f )

and the lower bound is

eó = A fAJ 1 (0) dx

= J '(0)

(17)

= jJ '(f ) df . (18)

An important insight here is to note that the lower bound eó
will be minimized if R(f ) is large wherever K(f ) is large.

In the analysis of a specific wavefront sensor in Sec. 4, it
will be assumed that the form of the atmospheric phase co-
variance is

K(x - y) = v
2

expl -Ix 3,12

r4,
(19)

where r , is the correlation length of the phase and, as
noted above, 4 is the phase variance. These parameters
can be related to the commonly used atmospheric coherence
length ro (Ref. 5) using standard formulas.' It can be shown
that ro « r ,o/Q4, where the proportionality constant is
approximately 1.86. For later use, the Fourier transform of
K(x - y) is

K(f ) = ar,f, Q,f, exp(-Tr2r,42) . (20)

It will also be assumed that the extended object is inco-
herent and has a Gaussian intensity distribution. The mutual
intensity is

588 / OPTICAL ENGINEERING / April 1986 / Vol. 25 No. 4

(21)

where 1 is the intensity and l is the field coherence length in
the sensor aperture.

4. LOWER BOUND FOR A SHEARING
INTERFEROMETER
The shearing interferometer in various forms has been widely
studied and used as a wavefront sensor.7 -9 This fact alone is a
sufficient reason to investigate its Cramer -Rao error bound,
but the discussion here will also be used to illustrate and
motivate the use of the Cramer -Rao method.

The shearing interferometer operates by dividing the in-
coming wavefront into two parts, spatially shifting one part in
a shear direction dk, recombining the two parts with a con-
stant phase difference , and detecting the resulting interfer-
ence pattern. Using temporal (ac heterodyne) and /or spatial
(multiple interferometer) multiplexing, this operation is per-
formed for orthogonal shears dl and d2 and for multiple phase
differences Ai = j'rr /2, j = 1, 2, 3, 4, within a time period no
greater than the coherence time of the phase aberration 4)(x).
(The version of the shearing interferometer considered here
requires eight measurement planes. Versions using phase dif-
ferences 0i = j2'r /3, j = 1, 2, 3, and therefore requiring six
measurements are also possible.)

The impulse response of the sensor is therefore

hlk(u, x) = 4 [8(u -x) + exp(1L)8(u -x + dk)] ,
2

j = 1 , 2, 3, 4; k= 1, 2. (22)

The factor 1 /(4V) provides for conservation of energy.
Using Eq. (1), the intensity to be detected is

1
Iik(u) = 32 M(u, u) + M(u + dk, u + dk) + 2IM(u, u + dk)I

X cos
L40(u

+ dk) 4(u) +
2

arg M(u, u + dk)
J

} ,

j = 1 , 2, 3, 4; k= 1, 2. (23)

From these measurements, the wavefront slope 4(u + dk)
4)(u) may be found, provided the mutual intensity M can be
eliminated. An excellent algorithm for computing the least
mean -squared error phase estimate from the wavefront slope
data is the method of successive overrelaxationro

4.1. Point object case
It is useful to start with the point object case for which M(x,
y) = I, a constant. Substituting h11(u, x) into Eq. (10) and
using the delta functions to perform the integrations gives

R11(x, y) = 112T2I2 (1 + exp{-4[K(0) - K(d1)]})
256N

x [28(x-y)-8(x-y+ di) -8(x-y-d1)].(24)

Note that since R is a function of x - y, the Fourier domain
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R(x,y) = (13)

where R/x, y) is given by Eq. (10) using hj(u, x).
The solution of the integral Eq. (9) is a difficult task. The 

numerical results reported in Sec. 4 are based on an approxi­ 
mate solution applicable when R(x, y) = R(x - y) (i.e., R is 
shift-invariant). Equation (9) is then

J-'(x - y) + ]~ l (x -
J &J A

p)R(p - q)K(q - y)dpdq

= K(x - y) . (14)

Approximating the integrals over the sensor aperture A by 
infinite limit integrals and Fourier transforming gives

(15)

(16)

(17)

where

F(f) = JF(x) exp(-i2irx-f ) dx . 

The solution is

*-.,.. K(0
l + R(f)K(f) ' 

and the lower bound is

Jr= r 1 (f)df. (18)

An important insight Jiere is to note that thejower bound CQ 
will be minimized if R(f) is large wherever K(f) is large.

In the analysis of a specific wavefront sensor in Sec. 4, it 
will be assumed that the form of the atmospheric phase co- 
variance is

K(x - y) = a| exp
-I* - yl2

(19)

where r^ is the correlation length of the phase and, as 
noted above, cr| is the phase variance. These parameters 
can be related to the commonly used atmospheric coherence 
length r0 (Ref. 5) using standard formulas. 6 It can be shown 
that r0 a r^/a^, where the proportionality constant is 
approximately 1.86. For later use, the Fourier transform of 
K(x - y) is

(20)

It will also be assumed that the extended object is inco­ 
herent and has a Gaussian intensity distribution. The mutual 
intensity is

M(x, y) = I exp
-|x - y| 2

(21)

where I is the intensity and / is the field coherence length in 
the sensor aperture.

4. LOWER BOUND FOR A SHEARING 
INTERFEROMETER
The shearing interferometer in various forms has been widely 
studied and used as a wavefront sensor. 7"9 This fact alone is a 
sufficient reason to investigate its Cramer-Rao error bound, 
but the discussion here will also be used to illustrate and 
motivate the use of the Cramer-Rao method.

The shearing interferometer operates by dividing the in­ 
coming wavefront into two parts, spatially shifting one part in 
a shear direction dk , recombining the two parts with a con­ 
stant phase difference Aj, and detecting the resulting interfer­ 
ence pattern. Using temporal (ac heterodyne) and/or spatial 
(multiple interferometer) multiplexing, this operation is per­ 
formed for orthogonal shears di and d2 and for multiple phase 
differences Aj = jir/2, j = 1, 2, 3, 4, within a time period no 
greater than the coherence time of the phase aberration <|>(x). 
(The version of the shearing interferometer considered here 
requires eight measurement planes. Versions using phase dif­ 
ferences AJ = j2ir/3, j = 1, 2, 3, and therefore requiring six 
measurements are also possible.)

The impulse response of the sensor is therefore

hjk(u, x) =
4V2

8(u - 
L

x) + exp - x +

j = 1,2, 3,4; k=l,2 (22)

The factor 1/(4V~2) provides for conservation of energy. 
Using Eq. (1), the intensity to be detected is

Iik(u) =    \ M(u, u) + M(u + dk , u + dk) + 2|M(u, u + dk)| 
32 I

x cos L(u dk) - <()(u) + -— + arg M(u, u + dk)
2

j = 1,2, 3,4; k= 1,2 (23)

From these measurements, the wavefront slope <|>(u + dk) - 
<|>(u) may be found, provided the mutual intensity M can be 
eliminated. An excellent algorithm for computing the least 
mean-squared error phase estimate from the wavefront slope 
data is the method of successive overtaxation!0

4.1. Point object case
It is useful to start with the point object case for which M(x, 
y) = I, a constant. Substituting hn(u, x) into Eq. (10) and 
using the delta functions to perform the integrations gives

Rn(x, y) = (1 + exp{-4[K(0) - K(dO]})

x [25(x - y) - 8(x - y + dO - o(x - y - dO] . (24) 

Note that since R is a function of x   y, the Fourier domain

588 / OPTICAL ENGINEERING / April 1986 / Vol. 25 No. 4

Downloaded From: http://opticalengineering.spiedigitallibrary.org/ on 11/25/2015 Terms of Use: http://spiedigitallibrary.org/ss/TermsOfUse.aspx



CRAMER -RAO LOWER BOUND ON WAVEFRONT SENSOR ERROR

solution for J -1(x - y) from Sec. 3.3 can be used.
It is interesting to qualitatively compare the error bounds

for impulse responses h11(u, x) and h21(u, x). The corre-
sponding detected intensities are

I11(u) = -11 - sin[4(u + d1) - 4,(u)]}
16

eó = TrQ2

where

exp(-7r26 )f°df°d9

'o o 1 + PIC(f°, 9) exp(-7126 )

2Trf d cos0 2Trf d sino(25) C(fo, 0) = 2 - cos( ° cos °
r,, rd,

I21(u) = -11 - cos[l)(u + (11) - (1(u)]} (26) a change of variable fo = ref has been made, and
16

and the Fourier transforms of R(x - y) are

RIM') =
12T212

(1 + exp{-4[K(0) - K(d1)]} )
128N

x [1 - cos (27rfd1)] , (27)

Rz1(f ) _
12T2I2

(1 - exp{-4[K(0) - K(d1)]} )
128N

x [1 - cos (27rfd1)]

PI -
TrrO'T2T2I2

32N

-2d2
exp l2

(31)

(32)

(33)

Parameter P1 contains the ratio TI2T2I2 /(N /2), which repre-
sents the ratio of signal power to thermal noise power. (For
the purpose of estimation theory, the signal is TITI, so the
signal power is 121,212.) Since wavefront sensors are often
used in low light level conditions, the detectors used should
ideally be shot noise limited. It is therefore appropriate to
reinterpret P1 as follows: The number of detected photons per

(28) unit area is

1111(f ) is greater than R21(f ) for all f because of the plus
sign before the exponential. Recalling the comment in Sec.
3.3 that a larger R(f ) gives a smaller lower bound on the
error, it can be concluded that the sine rather than the cosine
measurement of 4(u + d1) - 4)(u) is more useful from the
Cramer -Rao point of view. Especially for small wavefront
slopes, this result agrees with common experience and intui-
tion. Note also that, for zero shear distance, both R11(f ) and
R21(f ) are identically zero. This will give a lower bound of

, as expected (see Sec. 3.2).

4.2. Extended object case
Substitution of Eq. (22) into Eq. (10) and use of Eq. (13)
gives

2T2 2 2

R(x, y) = 1M(x, x + (-1)1dk)I2
64N j=1 k=1

x {S[x - y] - 8[x -y + (-1)idk]} (29)

where it is assumed that the noise covariance is identical in
each measurement plane.

To facilitate use of the Fourier domain solution and further
computation, it will be assumed that the mutual intensity is
given by Eq. (21) and that Idi1 and 1d21 = d. (Other less
restrictive assumptions can also be made at the expense of
increased algebraic and numerical complexity.) The result is

2rl T2I2 -2d2 lR(f )
32N eXp l2 /

X [2 - cos(2Trfdz1) - cos(2Trfdx2)] (30)

where II and It2 are orthogonal unit vectors. Using Eqs.
(17), (18), (20), and (21) gives for the Cramer -Rao lower
bound on the phase estimation error

s= TITI

hv
(34)

where TI is the detector quantum efficiency, T is the integra-
tion time, I is the intensity in the aperture, and by is the
energy of a photon. The associated shot noise power is

TITI
NS -

hv

In Eq. (33), 12T212/(N/2) should therefore be replaced by

S2 TITI

NS hv

(35)

(36)

Further simplification is possible by defining an atmospheric
coherence cell to be of area Trr , and noting that the num-
ber of detected photons per coherence cell in time T is

PC -
wr1TI

(37)
by

For the shot -noise -limited case, the parameter
becomes

Pl =
4P` )exp( -2d2
64 /2

P1 then

(38)

For use in Sec. 5, note that the variance oil of thermal noise
is equal to N/2 by Eq. (5). An alternative expression for Pc,
applicable to the thermal- noise -limited case, is therefore

TriiTj2T2I2
Pc =

QN

(39)

It is important to note that e0 depends on only four param-
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solution for J" 1 ^ - y) from Sec. 3.3 can be used.
It is interesting to qualitatively compare the error bounds 

for impulse responses hn (u, x) and h2i(u, x). The corre­ 
sponding detected intensities are

In(u) =   {1 - sin[<Ku 
16

(25)

e2 = ira|

where

/TVJQ J 0 1

-7r2fg )f0df0de

-f PjCtfo, 6) exp(-ir2f§ )

. 2irf0d cos6 \ / 2irf0d sin6 C(f0 , 6) = 2 - cos(   -    - cos   -——— 
r«b / \ n,

(31)

(32)

121(0) =   {1 - cos[<(>(u + d,) - 4>(u)]} , 
16

and the Fourier transforms of R(x - y) are

(26) a change of variable f0 = r^f has been made, and

-2d2
P =

32N
exp (33)

Rn(f ) = d + exp{-4[K(0) - K(dO]}

x [1 - cos (2irf-di)] ,

R2 i(f ) = - exp{-4[K(0) - K(dO]}

x [1 - cos (2irf-di)] .

(27)

(28)

Rn (f ) is greater than R21 (f ) for all f because of the plus 
sign before the exponential. Recalling the comment in Sec. 
3.3 that a larger R(f ) gives a smaller lower bound on the 
error, it can be concluded that the sine rather than the cosine 
measurement of <|>(u + di)   c|>(u) is more useful from the 
Cramer-Rao point of view. Especially for small wavefront 
slopes, this result agrees with common experience^and intui­ 
tion. Note also that, for zero shear distance, both R n (f ) and 
R2 i(f ) are identically zero. This will give a lower bound of 
CT|, as expected (see Sec. 3.2).

4.2. Extended object case
Substitution of Eq. (22) into Eq. (10) and use of Eq. (13) 
gives

2T2 2 2
R(x, y) = J   

64N
' x

where it is assumed that the noise covariance is identical in 
each measurement plane.

To facilitate use of the Fourier domain solution and further 
computation, it will be assumed that the mutual intensity is 
given by Eq. (21) and that |di| and |d2 | = d. (Other less 
restrictive assumptions can also be made at the expense of 
increased algebraic and numerical complexity.) The result is

Parameter P! contains the ratio T] 2T2I2/(N/2), which repre­ 
sents the ratio of signal power to thermal noise power. (For 
the purpose of estimation theory, the signal is r]TI, so the 
signal power is Tj 2T2I2 .) Since wavefront sensors are often 
used in low light level conditions, the detectors used should 
ideally be shot noise limited. It is therefore appropriate to 
reinterpret PI as follows: The number of detected photons per 
unit area is

s =
hv

(34)

where T] is the detector quantum efficiency, T is the integra­ 
tion time, I is the intensity in the aperture, and hv is the 
energy of a photon. The associated shot noise power is

N =Ns
hv

(35)

In Eq. (33), Ti 2T2I2/(N/2) should therefore be replaced by

S2 _ T]TI

Ns hv
(36)

Further simplification is possible by defining an atmospheric 
coherence cell to be of area irr2̂  and noting that the num­ 
ber of detected photons per coherence cell in time T is

(37)

For the shot-noise-limited case, the parameter P! then 
becomes

  / ofo \ /~2d2PI=( -^H-T- (38)

32N " \ I2 

x [2 - cos(2Trf-dx,) - cos(2Trf-dx2)] , (30)

where \i and x2 are orthogonal unit vectors. Using Eqs. 
(17), (18), (20), and (21) gives for the Cramer-Rao lower 
bound on the phase estimation error

For use in Sec. 5, note that the variance ON of thermal noise 
is equal to N/2 by Eq. (5). An alternative expression for Pc , 
applicable to the thermal-noise-limited case, is therefore

_ C " (39)

It is important to note that CQ depends on only four param-
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Fig. 1. Shearing interferometer normalized lower bound eolvm
versus ratio of shear distance d to atmospheric correlation length
r , at light level Pc of 105 photons per atmospheric coherence cell
for rms atmospheric phase cro = 7r/2. Curve (A) is for a point
object and curves (B) through (E) are for extended objects with
ratios of the field coherence length l to r4, of 2, 1.5, 1, and 0.5,
respectively. The object for (E) has therefore four times the angular
extent of the object for (B). The optimum shear is approximately the
smaller of r,, and U2.

1

eters: ,, Pc, l /ra and d/r4,. The dependence on
these parameters was investigated numerically. Figure 1 shows
plots of eo/Q, versus d/r,, with Q4, = -rr /2 for various
values of l /r,. For the point object (curve A), a shear d
approximately equal to the atmospheric phase correlation
length r4, minimizes the lower bound. The lower bound
predicts that further increases in the shear do not significantly
alter sensor performance. For the extended object, the lower
bound is minimized for a shear d of about l /2. Further in-
creases in the shear seriously degrade lower bound perfor-
mance. The minimum lower bound is smaller for the point
object case. This behavior is as expected and agrees with
other investigations.9

The dependence of e0 on light level and object size is
demonstrated in Fig. 2, which shows plots of eo /v, versus
Pc with Q4 = a/2 and optimum shear from Fig. 1 for
various values of l /r ,,. As expected, the lower bound
decreases with increasing light level and performance de-
grades as l /ra. decreases.

Figure 3 shows plots of eo versus Pc with a point object and
near optimum shear d = r4, for various values of Q4,.
Note that, although absolute performance degrades with in-
creasing Q4,, relative performance (e0 /) improves.
A new prediction, based on this figure, is that at high light
levels the absolute performance for large r, can approach
that for a smaller o-4,. At low light levels, the lower bound
for large v4 becomes significantly worse. Apparently, at
high light levels, the finer sampling required to track the large
variations in the phase can be achieved without significantly
increasing the noise level. At low light levels, this is not
possible and the lower bound increases.
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Fig. 2. eo/ao for shearing interferometer versus light level Pc for
vo = 7r/2. Curve (A) is for a point object and curves (B) through
(E) are for extended objects with l /r, equal to 2, 1.5, 1, and 0.5,
respectively. For each curve, the optimum shear d from Fig. 1 is
used.

log Pc

Fig. 3. Shearing interferometer lower bound e0 versus Pc for a point
object and (P.+ of (A) 'n /2, (B) Tr, (C) 2Tr, and (D) 4ir. Although
relative performance improves as cro increases, absolute per-
formance degrades.

5. COMPARISON OF CRAMER -RAO ERROR BOUNDS
TO SIMULATED SENSOR -ALGORITHM
PERFORMANCE

In Sec. 4, the Cramer -Rao method was used to find a lower
bound on the rms phase estimate error for a shearing interfer-
ometer wavefront sensor. The Cramer -Rao lower bounds will
be useful in evaluating and developing sensor designs only if

CEDERQUIST, ROBINSON, KRYSKOWSKI, FIENUP, WACKERMAN

Fig. 1. Shearing interferometer normalized lower bound 60/0-4, 
versus ratio of shear distance d to atmospheric correlation length 
r<s, at light level Pc of 10s photons per atmospheric coherence cell 
for rms atmospheric phase 0-4, = ir/2. Curve (A) is for a point 
object and curves (B) through (E) are for extended objects with 
ratios of the field coherence length / to r^ of 2, 1.5, 1, and 0.5, 
respectively. The object for (E) has therefore four times the angular 
extent of the object for (B). The optimum shear is approximately the 
smaller of r^ and 1/2.

eters: cr|, Pc , //r<j>, and d/r^. The dependence on 
these parameters was investigated numerically. Figure 1 shows 
plots of eo/a<j> versus d/r^ with a^ = ir/2 for various 
values of //r<j>. For the point object (curve A), a shear d 
approximately equal to the atmospheric phase correlation 
length r<j> minimizes the lower bound. The lower bound 
predicts that further increases in the shear do not significantly 
alter sensor performance. For the extended object, the lower 
bound is minimized for a shear d of about 1/2. Further in­ 
creases in the shear seriously degrade lower bound perfor­ 
mance. The minimum lower bound is smaller for the point 
object case. This behavior is as expected and agrees with 
other investigations. 9

The dependence of e0 on light level and object size is 
demonstrated in Fig. 2, which shows plots of eo/o^ versus 
Pc with a<j, = 7T/2 and optimum shear from Fig. 1 for 
various values of //r^. As expected, the lower bound 
decreases with increasing light level and performance de­ 
grades as l/r$ decreases.

Figure 3 shows plots of CQ versus Pc with a point object and 
near optimum shear d = r^ for various values of 0-4,. 
Note that, although absolute performance degrades with in­ 
creasing a^, relative performance (CG/O^) improves. 
A new prediction, based on this figure, is that at high light 
levels the absolute performance for large 0-4, can approach 
that for a smaller a^. At low light levels, the lower bound 
for large a^ becomes significantly worse. Apparently, at 
high light levels, the finer sampling required to track the large 
variations in the phase can be achieved without significantly 
increasing the noise level. At low light levels, this is not 
possible and the lower bound increases.

log PC

Fig. 2. eo/a<{> for shearing interferometer versus light level Pc for 
0-4, = iT/2. Curve (A) is for a point object and curves (B) through 
(E) are for extended objects with llr+ equal to 2, 1.5, 1, and 0.5, 
respectively. For each curve, the optimum shear d from Fig. 1 is 
used.

log PC
Fig. 3. Shearing interferometer lower bound e0 versus Pc for a point 
object and o> of (A) n/2, (B) TT, (C) 2?r, and (D) 4ir. Although 
relative performance improves as a^ increases, absolute per­ 
formance degrades.

5. COMPARISON OF CRAMER-RAO ERROR BOUNDS 
TO SIMULATED SENSOR-ALGORITHM 
PERFORMANCE

In Sec. 4, the Cramer-Rao method was used to find a lower 
bound on the rms phase estimate error for a shearing interfer­ 
ometer wavefront sensor. The Cramer-Rao lower bounds will 
be useful in evaluating and developing sensor designs only if
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they can be related to the actual performance of given com-
binations of sensors and phase estimation algorithms. To
investigate this relationship, a computer simulation of a
shearing interferometer with a successive overrelaxation al-
gorithm was performed.

A point object was assumed. The atmospheric phase aberra-
tion was simulated by (1) placing uncorrelated, zero mean,
unit variance Gaussian distributed random numbers into the
real and imaginary parts of a two -dimensional array; (2) filter-
ing the array by multiplication by a modified Kolmogorov
spectrum 1/[1 + c2(j2 + k2)111112, where j and k index the
rows and columns of the array, element (j, k) = (0, 0) is at the
center of the array, and the parameter c determines the cor-
relation length r,f,; (3) Fourier transformation and subse-
quent use of only the real part of the resulting array; and (4)
multiplication of the array by an appropriate constant to give
an atmospheric phase with a specified variance 411
Statistical tests have shown that the simulated phase was zero
mean and Gaussian distributed. A phase with a Kolmogorov
power spectrum has a covariance

K(x-y)=Qq;-3.44 (Ix - yi 5/3

ro

As expected," the covariance of the simulated phase was
found to decrease less rapidly with x - yl than indicated by
Eq. (40). The Gaussian covariance of Eq. (19) was found to
be an adequate approximation to the simulated phase co-
variance.

The generalized expressions for the Cramer -Rao lower
bound given in Sec. 3 were developed under the assumption
of zero mean, Gaussian distributed noise (i.e., a thermal -
noise- limited detector). The lower bound expression for the
shearing interferometer in Sec. 4 was developed first for
Gaussian distributed noise. An interpretation of that expres-
sion was then given to treat the case of Poisson distributed
noise (i.e., a shot -noise -limited detector). In the simulation of
the shearing interferometer, Gaussian distributed noise was
used.

The shearing interferometer was simulated by using a dis-
crete version of Eqs. (2) and (23). Uncorrelated, zero mean,
Gaussian distributed noise was added, and the four measure-
ments in each of the two shear directions were combined to
give the tangents of the phase differences in each direction.9
The successive overrelaxation algorithm was used to give the
least mean -squared error phase estimate. '° An initial phase
estimate for the algorithm was determined by simple two -
dimensional integration of the (noisy) phase difference data.

Figure 4 shows a comparison of the Cramer -Rao lower
bounds to a number of simulation results as a function of P,
for cro, = IT/2 and d = r4,/6. The lower bound is
approached asymptotically as the light level increases (at
higher signal -to -noise ratio). This implies that the Cramer -
Rao lower bound is a useful predictor of actual shearing
interferometer performance.

(40)

6. CONCLUSION
The Cramer -Rao method for finding a lower bound on estima-
tion error was applied to a wavefront sensor. In addition to an
analysis of the general case, the investigation was pursued to
numerical computation of the shearing interferometer error
lower bound. To investigate the usefulness of the Cramer -Rao

e0, e

c0

0.5

0
0 2 4 6 8 10

log Pc

Fig. 4. Comparison of shearing interferometer lower bounds to sim-
ulation phase estimate error versus light level P, for point object and
ad, = a /2. Curves (A) and (B) show lower bounds for shear dis-
tances d = r4, (optimum) and r4,/6, respectively. Curve (C)
shows simulation errors to be compared with curve (B). The simula-
tion error approaches the lower bound as light level P, increases.

error bounds in predicting sensor performance, the shearing
interferometer sensor was numerically simulated, and an ap-
propriate algorithm was used to obtain a phase estimate. The
error lower bound and the computer simulation error for the
shearing interferometer sensor are given in Fig. 4 for a point
object and atmospheric phase variance o-+ = IT/2.

As shown, both the lower bound and the simulation errors
decrease as the number of photons per coherence cell Pc (i.e.,
the light level) increases. The simulation error approaches the
lower bound asymptotically as Pc increases. This implies that
the Cramer -Rao lower bound can be used to predict wavefront
sensor performance at least at the higher light levels.

The results described above encourage further research in
the application of the Cramer -Rao lower bound to the evalua-
tion of wavefront sensors. Recommended research efforts are
(1) development of methods for solving the integral equation
[Eq. (9)] for the inverse information kernel in cases where the
Fourier domain solution is not applicable, and (2) study of
cases in which the extended object is coherent or partially
coherent rather than incoherent, as was assumed here.
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they can be related to the actual performance of given com­ 
binations of sensors and phase estimation algorithms. To 
investigate this relationship, a computer simulation of a 
shearing interferometer with a successive overtaxation al­ 
gorithm was performed.

A point object was assumed. The atmospheric phase aberra­ 
tion was simulated by (1) placing uncorrelated, zero mean, 
unit variance Gaussian distributed random numbers into the 
real and imaginary parts of a two-dimensional array; (2) filter­ 
ing the array by multiplication by a modified Kolmogorov 
spectrum 1/[1 + c2(j 2 + k2)] 11712 , where j and k index the 
rows and columns of the array, element (j, k) = (0, 0) is at the 
center of the array, and the parameter c determines the cor­ 
relation length r^; (3) Fourier transformation and subse­ 
quent use of only the real part of the resulting array; and (4) 
multiplication of the array by an appropriate constant to give 
an atmospheric phase with a specified variance a^,. 11 
Statistical tests have shown that the simulated phase was zero 
mean and Gaussian distributed. A phase with a Kolmogorov 
power spectrum has a covariance

K(x - y) = a| - 3.44
5/3

(40)

As expected, 11 the covariance of the simulated phase was 
found to decrease less rapidly with x   y| than indicated by 
Eq. (40). The Gaussian covariance of Eq. (19) was found to 
be an adequate approximation to the simulated phase Co- 
variance.

The generalized expressions for the Cramer-Rao lower 
bound given in Sec. 3 were developed under the assumption 
of zero mean, Gaussian distributed noise (i.e., a thermal- 
noise-limited detector). The lower bound expression for the 
shearing interferometer in Sec. 4 was developed first for 
Gaussian distributed noise. An interpretation of that expres­ 
sion was then given to treat the case of Poisson distributed 
noise (i.e., a shot-noise-limited detector). In the simulation of 
the shearing interferometer, Gaussian distributed noise was 
used.

The shearing interferometer was simulated by using a dis­ 
crete version of Eqs. (2) and (23). Uncorrelated, zero mean, 
Gaussian distributed noise was added, and the four measure­ 
ments in each of the two shear directions were combined to 
give the tangents of the phase differences in each direction. 9 
The successive overrelaxation algorithm was used to give the 
least mean-squared error phase estimate. 10 An initial phase 
estimate for the algorithm was determined by simple two- 
dimensional integration of the (noisy) phase difference data.

Figure 4 shows a comparison of the Cramer-Rao lower 
bounds to a number of simulation results as a function of Pc 
for a^ = ir/2 and d = r^/6. The lower bound is 
approached asymptotically as the light level increases (at 
higher signal-to-noise ratio). This implies that the Cramer- 
Rao lower bound is a useful predictor of actual shearing 
interferometer performance.

6. CONCLUSION
The Cramer-Rao method for finding a lower bound on estima­ 
tion error was applied to a wavefront sensor. In addition to an 
analysis of the general case, the investigation was pursued to 
numerical computation of the shearing interferometer error 
lower bound. To investigate the usefulness of the Cramer-Rao

logPc

Fig. 4. Comparison of shearing interferometer lower bounds to sim­ 
ulation phase estimate error versus light level Pc for point object and 
0-4, = iT/2. Curves (A) and (B) show lower bounds for shear dis­ 
tances d = 1-4, (optimum) and r^/6, respectively. Curve (C) 
shows simulation errors to be compared with curve (B). The simula­ 
tion error approaches the lower bound as light level Pc increases.

error bounds in predicting sensor performance, the shearing 
interferometer sensor was numerically simulated, and an ap­ 
propriate algorithm was used to obtain a phase estimate. The 
error lower bound and the computer simulation error for the 
shearing interferometer sensor are given in Fig. 4 for a point 
object and atmospheric phase variance o^ = ir/2.

As shown, both the lower bound and the simulation errors 
decrease as the number of photons per coherence cell Pc (i.e., 
the light level) increases. The simulation error approaches the 
lower bound asymptotically as Pc increases. This implies that 
the Cramer-Rao lower bound can be used to predict wavefront 
sensor performance at least at the higher light levels.

The results described above encourage further research in 
the application of the Cramer-Rao lower bound to the evalua­ 
tion of wavefront sensors. Recommended research efforts are 
(I) development of methods for solving the integral equation 
[Eq. (9)] for the inverse information kernel in cases where the 
Fourier domain solution is not applicable, and (2) study of 
cases in which the extended object is coherent or partially 
coherent rather than incoherent, as was assumed here.
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