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Introduction Dataset & Evaluation Measure

Speaker Recognition -> absolute identity of a given utterance Y Dataset 1 — Call_Home Dataset: * Comparing (1) and (2) shows the effectiveness of sparsity team

Speaker Diarization -> relative identity and time boundaries in a CNN1 in loss function of CNN1.
conversation  Comparing (3), (4) and (5) shows the important role of SCD.
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» 50 two-person conversations (in total 100 speakers)

?'2 Sfcond | » Speaker labels are from “1” to “100”. Silence is labeled e Comparing (4) and (6) shows satisfying performance of the
. ong log-me ¢ : : & § & b & ‘§# 3 & &+ °§#o1 3 (“\
Why Joint? spectrogram 0 proposed method.
) Nheeded 'Ir(‘jcsrta';‘ Sce”s”"; (e.g., call center) A S SN SN S S S-S SO WS SO S » Use Classification Accuracy to evaluate on all of the 100
* They could benefit each other: 1 : . . _
ENN2 i speakers Table 2. Precision and recall for 10 prisoners.
¢ Diarization 2 Becognition: 1. terT\poraI continui.ty (S;.)e.aker. 2 cecon g —— i | | | | D Pre Rec. D Pre Rec.
Change Detection, SCD); 2. sparsity (only a few identities exist ong logmel | | - et Dataset 2 — Prisoner Dataset from Voice Biometrics Group:
In a conversation) spectrogram i N\ g : I . » 100 two-person conversations between a prisoner and l 0.921 0.776 6 0.933  0.832
. L — . . 235
< Recognition > Diarization: Cross-speaker, cross-context o s an external partner (in total 10 prisoners) 2 067 0836 7 0235 0.006
training in speaker recognition helps capture highly The Mod ' ' » Speaker labels are from “1” to “10” for the prisoners. 3 0.796 0.837 & 0.941 0.753
discriminative features of speech. = Mool Silence is labeled “0”. All the external partners are labeled 4 0786 0838 9 0743 0777
S ‘11" 5 0.899 0.830 10 0370 0.607
Proposed System { Time distributed » Use Precision and Recall to evaluate on only the
Fully Connected 2

prisoners.

Precision — # correctly detected segments of the prisoner con C| usions

# total predicted segments of the prisoner

[ Speoch Fils ] » CNN1: Independently

/\ classifies the absolute | e —
speaker identity on equally rozoscooos L |5 e 11, L acivation’ » Proposed a system using two CNNs and an RNN to
[ CNN1 ] [ CNN2 ] spaced audio segments E || ™™ i 191, BT actiation Recall — FCOTTectly detected segments of the prisoner perform joint speaker diarization and recognition.
1 | | Pooll: pool size: 2¥2, stnde: 2%2 ’
Creron * E | Emﬂﬁ!ﬂﬂiﬂlmﬂﬂ*LMU # ground — truth segments of the prisoner » Experiments show that our approach achieves
assification : [ v _ . . .
[ Result [ SCD Result ] » CNN2: Performs Speaker EE Con3: 64 units 3%3, stde-1%1, RelU satisfying results compared to a baseline that uses
o | - - . . . . . .
T~ Change Detection (SCD) [1] i [ Convolution7 ) o e e e 22 Experimental Results unpractical side information: (6) CNN1 restricted to
| I : - S . .y .
[ RNN ] | 1[[_Convolution6__) § LECZ10L it Softmex setvation ground-truth identities.
I Iy : CNNI parameters: . . . L e . - . . .
> RNN: Integrates predicted i. EE Cons1: 48 it rcepive el 35 Table 1. Predicted accuracy (mean = std) comparisons. > Speaker Change Detection (SCD) plays an important
| . results from CNN1 and CNN2 | ' [ Max Poolin | | PoolL: pool size: 2*2, stride: 2*2 Method Acc. role in the Final RNN prediction.
Final Prediction 1! g2 |'1 Conv2: 64 units, receptive field: 3*3
T | Com S e e
sparsity ! ' I[ Convolutiond i Em*i:%é,ﬂﬁ?eﬁﬁ??l (1) CNN1 w/ cross-entropy 1oss 0.711 = 0.019
I . I 1de:1* activation . .
% i [ oo ) Convs: 64 wits raceptive bt 305 (2) CNN1 w/ sparsity constraint loss  0.741 4 0.009 References
- I stnde:1¥1, Rel Ul activation
p— )¢ l I l' Pol2: pool size: 2*1 sinde: 3*2 . : - 1
CNN1 l0SS = Ytrue Og(yp’”ed) \/yp’"ed | N Convolution __} i | comve: 128 e reompive Bl 35 | ; (3) CNN1 mn (2) + all ZETOS SCD U.TjB + 0.008 »[1] Marek Hruz and Zbynek Zajic, “Convolutional neural network
E Ei Convs: lil_iul:liis:receptiveﬁ_e]dfﬁl roposed==(4) CNN1 1n {_QJ + predicted SCD 0.829 + 0.004 for speaker change detection in telephone speaker diarization
CNIN2 loss = (0.1 + yirue) X (Verue — ypred)z Ei Comvt: 128 wits, receptive ied: 3%3 (5) CNNTmn (2) + GT SCD 0.867 + 0.003 system,” in Proc. IEEE International Conference on Acoustics, Speech

--------- = o i 32 e 22 (6) CNNI1 restricted to GT identities  0.847 = 0.007 and Signal Processing (ICASSP), 2017.

FC2: 1 umts, Sigmoad

Biases towards false positives of SCD
Unpractical baseline




