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BACKGROUND

Existing measured far-field HRTF databases

Configurations of sound source positions

HRTF magnitude (dB) of the midsagittal planes

ABSTRACT

Head-related transfer functions (HRTFs) are a set of 
functions of frequency describing the spatial filtering effect of 
the outer ear (i.e., torso, head, and pinnae) onto sound 
sources at different azimuth and elevation angles.
Measured HRTFs in existing datasets employ specific 
spatial sampling schemes, making it difficult to model across 
datasets with different sampling schemes.

Research question:
- A unified measured HRTF magnitude representation 

Proposed solution:
- HRTF Representation with Neural Fields

Keywords:
head-related transfer function, neural fields, generalized 
representation across datasets, spatial audio

METHOD

Representing HRTFs of a single subject with a neural field
HRTFs are intrinsically continuous in azimuth and elevation angles.

Neural field for one subject
SIREN: a multi-layer perceptron (MLP) with sine activation functions

Learning HRTF representations across subjects
Implicit Gradient Origin Network (IGON) [2] uses SIREN architecture
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CONCLUSIONS

- Neural field is effective in representing HRTFs. 
It is agnostic to the specific spatial 
sampling schemes adopted by different 
HRTF datasets.

- A generative model learns the manifold 
information for the neural field representation 
and can perform well in interpolation and 
generation.

- We believe that the proposed HRTF field will 
significantly advance data-driven research on 
HRTF personalization.
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ABSTRACT

Head-related transfer functions (HRTFs) are a set of functions of
frequency describing the spatial filtering effect of the outer ear (i.e.,
torso, head, and pinnea) onto sound sources at different azimuth and
elevation angles. They are widely used in spatial audio rendering.
While the azimuth and elevation angles are intrinsically continu-
ous, measured HRTFs in existing datasets employ specific spatial
sampling schemes, making it difficult to model across datasets with
different sampling schemes. In this work, we propose to use neu-
ral fields, a differentiable representation of functions through neural
networks, to model HRTFs with arbitrary spatial sampling schemes.
Such representation is differentiable with respect to azimuth and el-
evation angles, and is unified across datasets with different spatial
sampling schemes. We further introduce a generative model to learn
the latent space of the HRTF neural field representation. We demon-
strate that HRTFs for arbitrary azimuth and elevation angles can be
derived from this representation. We believe that it will significantly
advance data-driven research on many tasks such as HRTF interpo-
lation and personalization.

Index Terms— Head-related transfer function, neural field rep-
resentation, generalization across datasets, spatial audio

1. INTRODUCTION

HRTF modeling and reconstruction is very important in spatial au-
ditory displays and improve directional hearing restoration for hu-
mans.

Personalized HRTF is important. But one method trained on one
dataset cannot generalize to others. This motivates us to seek a better
representation.

Existing datasets, each contain dozens of participants Figure 1
shows the 10 datasets

But they all have similar patterns as shown in A figure to com-
pare midsagittal HRTF [A figure here]

Existing HRTF representation, SHT, ...
In this work, we

2. HRTF REPRESENTATION WITH NEURAL FIELD

HRTF should be continuous The formula [1]

HRTFL/R (x, f, s) =
pL/R (x, f, s)

p0(0, f)
(1)

In this work, we are considering far-field, so we only consider
the direction. x = [✓,�] for azimuth and elevation, respectively.
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Fig. 1. Configurations of source positions used in existing measured
far-field HRTF datasets.

Neural field, also referred to as implicit neural representations,
is used to represent signals such as audio, images, []. Benefits:

The neural field formula
SIREN [2] is an MLP with sine activationfunction

�(x) = Wn (�n�1 � �n�2 � . . . � �0) (x) + bn,

where �i (xi) = sin (Wixi + bi) .
(2)

3. HRTF FIELD: LATENT SPACE

F (x, z) = �z(x) (3)

Implicit Gradient Origin Network [3]
z =
loss in training

4. EXPERIMENTAL SETUP

4.1. Datasets

Measured far-field HRTF for human subjects
All available on the SOFA repository 1

4.2. Preprocessing

256-point FFT
make the azimuth the same range
Map right ear to left
Extend locations
normalize

1https://www.sofaconventions.org/mediawiki/
index.php/Files

EXPERIMENTS

HRTF interpolation with the learned HRTF field

Generation by sampling from the latent space

EXPERIMENTAL SETUP

Datasets

Preprocessing
• Map right ear to left, view all ears as left ears
• Normalize by the average energy on the equator

Metrics
Log Spectral Distortion (LSD)

magnitude spectrum of the source signal

azimuth angle elevation angle

magnitude spectrum of the sound received
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Fig. 1. Configurations of source positions used in existing measured
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right ear canal or a position close to the eardrum), c describes the
sound-source position (i.e., distance and direction), f describes the
frequency and s the listener’s geometry, emphasising the listener-
specificity of HRTFs. p0 describes the reference sound pressure,
which is usually the pressure measured at the position of the mid-
point of right and left ear without the head being present.[Copied]

Since we are considering far-field in this work, so we only con-
sider the direction. c = [✓,�] for azimuth and elevation, respec-
tively.

Neural field, also referred to as implicit neural representations,
is used to represent signals such as audio, images [3]. Benefits:

The neural field formula
SIREN [4] is an multi-layer perceptron (MLP) with sine activa-

tion function

�(c) = Wn (fn�1 � fn�2 � . . . � f0) (c) + bn,

where fi (hi) = sin (Wihi + bi) .
(2)

✓ (3)

� (4)

3. HRTF FIELD: LATENT SPACE

Each subject corresponds to one z, represent the geometry

F (z) = �z (5)

Implicit Gradient Origin Network [5]
first infer z

z = �rz0LMSE (x, F (z0)) (6)

fitting loss in training

Gx = LMSE (x, F (�rz0LMSE (x, F (z0)))) (7)
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