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Introduction
Diffusion models have showcased their capabilities in audio synthesis. 
Existing models often operate on the cascaded modules to reconstruct 
waveform. This potentially introduces challenges in generating high-fidelity 
audio. In addition, diffusion models may unintentionally replicate training 
data which was examined in computer vision.

In this paper,
● We propose an end-to-end diffusion-based generative model in 

complex spectrogram domain under the framework of elucidated 
diffusion model, named EDMSound. 

● We propose a method to examine the content replicaiton issue on a 
range of audio generation models.

Complex Spectrogram Diffusion
Amplitude transformation on complex spectrogram

The forward and backward process of the diffusion in complex 
sprectrogram domain.

Generalized probability flow ODE under EDM describes the backward 
diffusion process

High order DPM-solver

Comparison of FAD scores using different ODE samplers on DCASE2023 
Task 7, which focuses on the foley sound generation. 

Audio Generation Evaluation

FAD scores of conditional generation results from our system and the 
top-performed systems from this task. 

Dataset SC09 contains speech command zero to nine. The plot shows 
the FID scores of unconditional generation results from our model and 
the baseline systems.

Content Replicaton Detection
Definition: Content replicaiton is defined as generated samples that 
duplicate or closely match with training data. 

Training: We freeze the pre-trained CLAP audio encoder and fine-tune 
the audio descriptor with the triplet margin loss.  
● Anchor
● Positive: augmented anchor 
● Negative: augmented  sample within the  same class of anchor

The data augmentation includes random injection of Gaussian noise, 
amplitude scaling, and temporal shifting.

Inference: We compute the audio embeddings using the audio 
descriptor, and the similarity score between two audio samples is 
computed by their cosine similarity. We find the matched audio for a 
given sample based on its top-1 similarity score. 

Content Replicaiton Observations
We show examples of content replication in the generated audio samples 
from our system and the top-performed systems from DCASE2023 task7.  

Observation 1: 
● We found that our system only generates audio samples very similar 

to the training data but not exact copies. 
● System proposed by Scheibler et al[1] generates exact copies of the 

training data. The bandwidth is limited due to Tango.

Top-1 similarity score distributions of the generated audio from our system 
and the training set using the audio descriptor before and after fine-tune.

Observation 2:
● The fune-tuning process makes the audio embeddings more 

discriminative.
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