
WildSVDD: Singing Voice Deepfake Detection in the Wild

Datasets collected from media platforms

Previous work: SingFake [1] proposed the novel task of SVDD,
presented the SingFake dataset, and identified several challenges.

WildSVDD: An expanded SingFake with newly collected data
Participants can freely split the development set from the training set.
Test A: Unseen singers, similar to T02 in SingFake
Test B: Unseen musical context, same as T04 in SingFake

WildSVDD Baselines

AASIST [3] with various front-ends
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Background

Singing Voice Deepfakes are raising public and industry concerns.
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CtrSVDD: Controlled Singing Voice Deepfake Detection

CtrSVDD Dataset [2]
47.64 hours of bonafide vocals from open-source singing datasets 
260.34 hours of deepfake vocals using 14 synthesis methods

Overview of source datasets and deepfake methods distribution [2]

Winning solutions:

Illustration of the top-4 ranked system submissions for the CtrSVDD track

Resources
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(a) Source datasets on the training 
and development sets

(b) Deepfake methods on the 
training and development sets

(c) Source datasets on the 
evaluation set

(d) Deepfake methods on the 
evaluation set

sion limit is separate; our three-submission limit refers to the total
allowable submissions for the challenge. After the three initial sub-
missions are used, participants may utilize an additional CodaBench
dedicated to research. This allows them to submit scores and obtain
per-attack, per-dataset, and overall EERs for research purposes.

Participants are welcome to use any publicly available datasets
for training in addition to the CtrSVDD we provide, but of course,
exclude any datasets used in our test set. Specifically, for the
CtrSVDD track, participants must not use M4Singer, KiSing, any
open-sourced deepfake models based on M4Singer and/or KiSing, or
the commercial software ACE Studio [12]. We refer the participants
to the list of available datasets in the evaluation plan [7].

3.4. Baseline solutions

We have developed two baseline systems for the challenge: one that
uses raw waveforms and another that employs linear frequency cep-
stral coefficients (LFCCs) as front-end features: The raw waveform
system is an AASIST [20]-based system. The LFCC system uses
60 coefficients, with a 512 sample window and 160 sample hop size.
The LFCC features pass through several downsampling residual con-
volution blocks and a linear layer connecting it to the graph attention
network backend of [20].

We refer to the LFCC system as B01 and the raw waveform
model as B02. For both systems, we conducted training over 100
epochs using a fixed random seed, exclusively on the CtrSVDD
training partition. We then selected the checkpoint that achieved the
lowest validation EER on the CtrSVDD development partition for
evaluation. During training and evaluation, the models processed
4-second random audio segments from each utterance. Details of the
implementation are available on the challenge GitHub repository5.

4. WILDSVDD: IN-THE-WILD SINGING VOICE
DEEPFAKE DETECTION

4.1. WildSVDD database

We gathered data annotations from social media platforms follow-
ing a method similar to the SingFake project [3]. The WildSVDD
dataset has been expanded to approximately double the original size
of SingFake, now featuring 97 singers with 2007 deepfake and 1216
bonafide songs. The annotators, who were familiar with the singers
they covered, manually verified the user-specified labels during the
annotation process to ensure accuracy, especially in cases where the
singer(s) did not actually perform certain songs. We cross-checked
the annotations against song titles and descriptions, and manually
reviewed any discrepancies for further verification. We verified the
accessibility of all URLs in the dataset as of March 28th and re-
moved any that were inaccessible. The WildSVDD dataset now in-
cludes Korean singers, making Korean the third most represented
language in the dataset. To help track changes between the SingFake
and WildSVDD datasets, we have added a ”SingFake Set” column
that indicates the original partition of an annotation in the SingFake
dataset. Annotations that lack a value in this column are new addi-
tions to the WildSVDD dataset. We form two test sets: Test A de-
notes a newly formed testing dataset including new samples, while
Test B denotes the hardest test set T04 detailed in [3].

Due to potential copyright issues, we only released the annota-
tions 6 under a CC-BY 4.0 license. Consequently, participants might

5https://github.com/SVDDChallenge/CtrSVDD2024 Baseline
6https://zenodo.org/records/10893604

Table 3. Comparison of EERs of different baseline front-end pro-
cessing methods and settings on WildSVDD track.

Front-end WildSVDD Test A WildSVDD Test B
Mixtures Vocals Mixtures Vocals

Raw Waveform 10.50 8.48 16.85 14.91
Spectrogram 27.93 20.55 30.97 24.41
Mel-Spectrogram 29.27 27.35 32.18 30.78
MFCC 17.78 19.14 22.92 23.31
LFCC 22.60 23.25 26.82 26.94
Wav2vec2 XLS-R 9.57 6.09 21.45 24.09

acquire slightly different media files that correspond to the same an-
notations, depending on the specifics of their download process. Due
to this variability, self-reported metrics from participants can, at best,
be used as a rough reference and cannot be directly used to compare
systems. As such, we encourage participants to report the success
rate of URL downloads per partition and, if possible, the actual files
used for training and testing. This transparency allows researchers to
make fairer comparisons. Additionally, participants are encouraged
to open source their model implementations to facilitate the repro-
duction of results with the WildSVDD dataset.

4.2. Protocols

We provide the training and test partitions, allowing participants the
flexibility to carve out a validation set from the training data for
model development. We provide labels of SingFake [3] partitions
for annotations that appeared in the SingFake dataset for easy com-
parison with previous systems. The test set is divided into parts A
and B, with part B considered more challenging due to its inclusion
of unseen musical contexts [3].

We recommend that participants further segment the songs into
clips using our tool available in the SingFake GitHub repository7.
Evaluations should be conducted at the segment level rather than at
the song level. We adopt the self-reported EER and do not accurately
rank the results. We encourage the participants to submit the score
files listing the URLs, segment start and end timestamps, and the
corresponding scores output from their systems.

4.3. Baseline solutions

To establish baseline solutions, we implement the architecture de-
scribed in [8], applying both mixtures and vocals configurations as
outlined in [3]. We also incorporate the self-supervised learning
model XLS-R [21] based system proposed in [22], given its pop-
ularity among top performers in the CtrSVDD track. Existing re-
search and CtrSVDD track outcomes indicate that data augmentation
significantly enhances performance with self-supervised frontends.
Consequently, we present results both with and without augmenta-
tion. We adhere to the training schedule, learning rate, and optimizer
specified in [8], with the exception of XLS-R based models, where
we adopt training settings same as [22].

Notably, we observe that the raw waveform system’s perfor-
mance on WildSVDD Test B, which is equivalent to SingFake T04,
shows significant improvement compared to [3], despite highly
similar system architectures. This improvement suggests that data-
centric approaches may prove most effective in the long run. The
most substantial difference between these two system versions lies
in the volume of training data available, highlighting the potential
impact of increased data resources on model performance.

7https://github.com/yongyizang/SingFake
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