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Abstract

This thesis is devoted to a thorough investigation of various nonlinear phenomena in optical fibers

over a variety of length, time, and power scales. It presents a unified theoretical description of fiber

nonlinearities, their applications, existing problems, and possible solutions, particularly focusing on the

polarization dependence of nonlinearities. The thesis begins with an investigation of quantum-correlated

photon pair generation in the extremely low-power regime, and fundamental quantum noise properties

of dual-pump parametric amplfiers in the very high gain regime. It then focuses on two experimental

demonstrations of applications based on four-wave mixing: an ultrafast all-optical switching scheme

with the capability of multi-band wavelength casting, and a subpicosecond parametric oscillator with

broadband tunability. The thesis next deals with the theoretical and experimental investigation of a novel

phenomenon of vector soliton fission during supercontinuum generation in a tapered fiber in the fem-

tosecond regime. The vectorial nature of Raman scattering is discussed next. In particular, I propose a

vector form of the Raman response function to descibe accurately the Raman-related phenomena during

ultrashort pulse propagation inside optical fibers. The thesis also presents a unified theory to describe

nonlinearities in long fibers with random birefringence and polarization-mode dispersion. It focuses on

the statistical nature of the interactions between random polarizaiton-mode disperion and various nonlin-

ear effects like stimulated Raman scattering, cross-phase modulation, four-wave mixing, and self-phase

modulation. In particular, I quantify their impacts on various nonlinear photonic functionalities such

as Raman amplification, nonlinear optical switching, parametric amplfication, wavelength conversion,

soliton stability, etc.
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1 Introduction

1.1 Important Nonlinear Effects in Optical Fibers

Optical fibers are circular dielectric waveguides designed to confine optical waves inside a narrow core.

They are ideal for the delivery of an optical wave over considerable distances and have found applications

ranging from quantum optics [1]-[4], atomic and molecular physics [5]-[7], medical optics [8]-[10], to

optical telecommunications [11]. Because of a high degree of mode confinement, optical intensity can

become quite high inside fibers even for a moderate input power. Such intense optical fields can cause

anharmonic motion of bound electrons of silica and thus induce polarization that depends on the magni-

tude of the optical intensity. As the secondary waves emitted by the driven bound electrons are directly

proportional to the induced polarization, the total optical field experiences an extra phase retardation

manifested as an intensity-dependent change in the refractive index. This phenomenon is referred to as

the optical Kerr effect and is the dominant nonlinear effect inside optical fibers [12]. As the electron mass

is tiny, bound electrons can follow oscillations of the optical field nearly instantly, and the response time

of Kerr nonlinearity is within an optical cycle (∼ 1 fs) [13]. Such nearly instantaneous nature of the Kerr

nonlinearity underlies many phenomena in optical fibers and enables numerous applications requiring

ultrafast response, as discussed in detail in this thesis.

When an intense wave propagates inside a fiber, it introduces changes in the refractive index through

the Kerr nonlinearity, which imposes a nonlinear phase shift on the wave itself. This phenomenon is

referred to as self-phase modulation (SPM) [12, 14]. SPM together with the group-velocity disper-

sion (GVD) underlies the formation of optical solitons [12, 15, 16]. Similarly, Such induced nonlinear

refractive-index changes can also be experienced by other waves co-existing inside the fiber, a phe-

nomenon referred to as cross-phase modulation (XPM) [12, 17]. If three or four waves co-propagate

along a fiber, the Kerr nonlinearity can be induced by their beatings. When the wave fronts of two
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waves catch those of the other two (the so-called phase matching condition), in-phase anharmonic mo-

tion of electrons can transfer energy from two photons to the other two. This phenomenon is referred

to as four-wave mixing (more accurately, four-photon scattering) [12],[18]-[21]. If optical frequencies

of interacting waves are far below the resonant frequencies of bound electrons (in the ultra-violet region

for silica fibers), electrons return to their original equilibrium states after interactions and do not take

away energy, resulting in an elastic scattering process in which total energy is conserved among the four

interacting photons [13].

Apart from the off-resonant interaction with bound electrons, optical waves can also interact with

molecules inside silica fibers. In particular, when the beating between two optical waves resonates

with a vibration mode of molecules, a high-frequency photon can be scattered into a low-frequency

photon and an optical phonon. This phenomenon is referred to as stimulated Raman scattering (SRS)

[12, 22] whose response time is related to the phonon lifetime. As fused silica is a glass, it exhibits a

rich variety of vibration modes, dominated by the symmetric stretching motion of the bridging oxygen

atom in the Si-O-Si bond [23]. Unlike a crystal, random Si-O-Si bond networks inside silica glass

inhomogeneously broaden vibration modes, resulting in an effective phonon lifetime of ∼ 30 fs [24,

25]. As a result, SRS inside silica fibers exhibits a spectrum peaked at 13.2 THz with a FWHM of

about 5 THz [22]-[26]. Moreover, the complex Raman spectrum extends from 0 to more than 40 THz

[26]. Such broadband SRS can transfer energy of high-frequency components of an ultrashort pulse to

its low-frequency components, leading to a red shift of pulse carrier frequency, the so-called Raman-

induced frequency shift (RIFS) [27, 28] that is one of the dominant nonlinear effect during short-pulse

propagation inside optical fibers. Similarly, optical waves can also resonantly interact with acoustic

phonons and lead to stimulated Brillioun scattering (SBS) [12, 29]. As acoustic phonons have a low

energy and a long lifetime, SBS has a narrow bandwidth (∼ 13 MHz) and a ∼ 10–11 GHz frequency

shift at wavelength near 1.55 µm.

All these nonlinear phenomena, SPM, XPM, FWM, SRS, and SBS, form a family of the third-order

nonlinear effects in optical fibers.1 They have been studied extensively and applied to realize many

practical applications [12, 30], since the invention of low-loss optical fibers in 1970s [31]-[33]. Their

potential for realizing high-speed, all-optical, classical and quantum information processing devices have

been pursued during the past two decades. In particular, the advent of high-power fiber amplifiers [34]-

[38], femtosecond short pulse sources [39]-[41], and new kinds of fibers (i.e., high-nonlinearity fibers

[42] and microstructured fibers [43, 44]) in recent years provides the opportunity to investigate new

physics and new applications of fiber nonlinearities. These advances have moved current studies into

1Third-order nonlinearity also includes processes like third-harmonic generation. However, this process has very low efficiency

in general because of the difficulty in satisfying the phase-matching condition, unless higher-order fiber modes are used [45].
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new regimes such as photon-pair generation at extremely low power level, broadband optical signal

processing in the very high gain regime, octave-spanned supercontinuum generation in femtosecond

time scale, and so on. Exploration of nonlinear optical phenomena in these new regimes requires a

new theoretical insight. One of the goals of this thesis is to develop a unified theoretical framework

for investigating various nonlinear processes. The second goal of this thesis is to take advantage of

fiber nonlinearities in these new regimes to develop experimental techniques and explore new practical

applications.

An important issue related to fiber nonlinearities is their polarization dependence originating from

the vectorial nature of optical waves. Photons have intrinsic spins manifested through their states of

polarization (SOP) that can vary from linear to circular to elliptical. In isotropic media like silica glass,

spin conservation is required among the interacting photons and phonons, a feature that makes nonlinear

processes to depend strongly on polarization. On the one hand, such polarization dependence leads

to new phenomena such as vectorial modulation instability [46]-[55], formation of vectorial solitary

waves [56]-[60], polarization instability [61]-[66], etc. On the other hand, it also introduces strong

polarization dependence on the performance of nonlinear photonic devices based on fiber nonlinearities,

which becomes an obstacle to practical implementations.

Note that fiber nonlinearities are relatively weak compared with other materials. As a result, most

fiber-based nonlinear photonic devices often require long fiber length and high power levels. In practice,

fiber birefringence generally varies both in magnitude and orientation randomly along the length on a

length scale of∼10 meters (birefringence correlation length lc) [67] because of imperfections in both the

manufacturing process and handling conditions. Moreover, it also changes randomly with time on a time

scale associated with external environmental perturbations (such as temperature and stress variations).

Owing to its frequency-dependent nature, fiber birefringence not only introduces random differential

group delay (DGD) between the two polarization modes of one pulse, but also depolarizes relative SOPs

among optical waves of different frequencies. This phenomenon is known as polarization-mode disper-

sion (PMD) and has been extensively studied in recent years in the context of optical communications

[68, 69] and turns out to be an ultimate limiting factor for high-bit rate communication systems.

Clearly, such random PMD-induced depolarization of interacting waves would significantly affect

polarization-dependent nonlinear interactions, resulting in quite different behavior of nonlinear effects

in long fibers. On the one hand, it would exhibit new features that are absent in short fibers. On the other

hand, it would affect significantly the performance of nonlinear photonic devices. It is thus important to

investigate the interactions between PMD and various fiber nonlinearities. This is the third goal of this

thesis. The aim is to develop a unified theoretical framework to quantitatively analyze such interactions

and to provide practical guidance for improving performance of nonlinear photonic devices.
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1.2 Thesis Objective

This thesis is intended to provide a comprehensive study of fiber nonlinearities, their polarization de-

pendence, and their applications on both short- and long-length scales, and in both continuous-wave and

ultrashort-time regimes. More specifically, we study four-wave mixing in both the low-level pumping

regime for creating quantum-correlated photon pairs, and in the high-level pumping regime for paramet-

ric amplification and wavelength conversion. We use four-wave mixing inside optical fibers to develop

techniques for ultrafast all-optical switching with capability of multi-band wavelength casting. Its ca-

pability for simultaneous pulse reamplification, reshaping, retiming, provides great potential for future

all-optical signal processing. We also use four-wave mixing to experimentally demonstrate a subpicosec-

ond parametric oscillator with broadband tunability. We study the nonlinear effects and their polarization

dependence on a femtosecond time scale in the case of vector soliton propagation. We study the phys-

ical origin of polarization dependence of Raman response in silica fibers. We provide a comprehensive

investigation on the interaction of PMD with various nonlinear effects, such as self-phase modulation,

cross-phase modulation, stimulated Raman scattering, and four-wave mixing, in fibers with length much

longer than birefringence correlation length. We also investigate their impacts on various nonlinear

photonic devices like Raman amplifiers, nonlinear optical switches, parametric amplifiers, and telecom-

munication systems.

1.3 Thesis Outline

The thesis is organized as follows. Chapters 2−6 deal with the nonlinear effects on a short length scale

when the intrinsic polarization dependence dominates. In particular, Chapter 2 provides a derivation of

the general formalism used throughout this thesis: both the classical and quantum version of generalized

nonlinear Schrödinger equation. Chapter 3 considers the generation of quantum-correlated photon pairs

inside optical fibers, with focus on the role of spontaneous Raman scattering and pump polarization.

Chapter 4 discusses fundamental quantum noise and its polarization dependence in dual-pump fiber-

optic parametric amplifiers. Chapter 5 presents the experimental results related to applications based on

four-wave mixing. We demonstrate all-optical ultrafast switching and multi-band wavelength translation

at a rate of 40 Gb/s. Such a scheme can be used for packet switching as well as bit-level switching

with high conversion efficiency, high extinction ratio, and with the capability of subrate pump control.

We also demonstrate a subpicosecond fiber-optic parametric oscillator with 200-nm tunability around 1

µm, by use of modulation instability pumped in the normal-dispersion regime. Chapter 6 investigates

the phenomena of vector soliton fission and supercontinuum generation inside tapered fibers. Chapter
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7 presents a vector form of the Raman response function of silica fibers which can provide a correct

quantitative description of Raman-related optical phenomena.

Chapter 8−12 focus on the nonlinear effects on a long length scale where random birefringence

and PMD become significant. In particular, Chapter 8 provides a derivation of the general formalism

of generalized nonlinear Schrödinger equation in the presence of random birefringence. This equation

is used in Chapter 9−12 for discussing various nonlinear effects. Chapter 8 deals with the interplay

between stimulated Raman scattering and PMD inside Raman amplifiers. Chapter 10 focuses on the

interaction between cross-phase modulation and PMD, which leads to a novel phenomenon that has its

significance in nonlinear optical switching. Chapter 11 discusses the interplay between PMD and four-

wave mixing and its impact on fiber-based optical parametric amplification and wavelength conversion.

Chapter 12 discusses the soliton propagation under the random perturbation of PMD.
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2 Nonlinear Wave Interactions in Optical

Fibers: General Formalism

Before we start to discuss various nonlinear effects in fibers, it is important to have a theoretical platform

on which we can conveniently perform investigations. In this chapter, I will provide such a general

formalism to obtain the dynamic equation which underlies all the topics covered in this thesis.

2.1 Third-Order Nonlinear Polarization

In the field of nonlinear optics, the polarization induced in a dielectric medium is expanded in powers of

the optical field Er(r, t) as

Pr(r, t) = P
(1)
r (r, t)+P

(2)
r (r, t)+P

(3)
r (r, t)+ · · · , (2.1)

where the subscript r denotes a real field, P (1)
r (r, t) represents the linear contribution and the other terms

account for the second, third, and higher order nonlinear effects. As fused silica exhibits an inversion

symmetry, all the even-order nonlinear effects vanish (P (2n)
r = 0), and the lowest-order nonlinear effect

is of third order. The third-order nonlinear polarization in a medium such as silica glass can be written

in its most general form as [1, 2]

P
(3)
r (r, t) =

ε0

2
σ [Er (r, t) ·Er (r, t)]Er (r, t)+ ε0Er (r, t)

∫
∞

0
a(τ) [Er (r, t− τ) ·Er (r, t− τ)]dτ

+ ε0Er (r, t) ·
∫

∞

0
b(τ)Er (r, t− τ)Er (r, t− τ)dτ, (2.2)

where a(τ) and b(τ) govern the delayed Raman response (related to nuclear motion) while σ accounts

for the instantaneous electronic response of the nonlinear medium.

In general, it is convenient to represent a real electromagnetic field in the form of a complex analytic

signal whose spectrum consists of only positive frequency components [3]. Optical waves in the visible
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and infrared spectral regions generally have a spectral width much narrower than their carrier frequency

ω0. Thus, without loss of generality, we can decompose the field and the induced polarization as

Er(r, t) =
1
2
[E(r, t)e−iω0t + c.c.], Pr(r, t) =

1
2
[P (r, t)e−iω0t + c.c.], (2.3)

where E and P denotes slowly varying amplitudes and c.c. stands for complex conjugate. Substituting

Eq. (2.3) into Eq. (2.2), the third-order nonlinear polarization becomes

P (3)(r, t) =
ε0σ

8
{2 [E∗(r, t) ·E(r, t)]E(r, t)+ [E(r, t) ·E(r, t)]E∗(r, t)}

+
ε0

2
E(r, t)

∫ +∞

−∞

a(τ) [E∗(r, t− τ) ·E(r, t− τ)]dτ

+
ε0

4
E(r, t) ·

∫ +∞

−∞

b(τ) [E(r, t− τ)E∗(r, t− τ)+E∗(r, t− τ)E(r, t− τ)]dτ

+
ε0

4
E∗(r, t)

∫ +∞

−∞

a(τ)e2iω0τ [E(r, t− τ) ·E(r, t− τ)]dτ

+
ε0

4
E∗(r, t) ·

∫ +∞

−∞

b(τ)e2iω0τE(r, t− τ)E(r, t− τ)dτ. (2.4)

As a(τ) and b(τ) are both slow Raman responses that cannot respond on a time scale of an optical cycle

or less [2, 4, 5], the last two terms in Eq. (2.4) are negligible, and Eq. (2.4) can be written in a compact

form of

P(3)
i (r, t) = ε0χ0E j(r, t)

∫ +∞

−∞

R(3)
i jkl(t− τ)E∗

k (r,τ)El(r,τ)dτ, (2.5)

where i, j,k, l = x,y,z, χ0 is the magnitude of third-order susceptibility, and the third-order nonlinear

response is given by

R(3)
i jkl(τ) =

fE

3
δ (τ)

(
δi jδkl +δikδ jl +δilδ jk

)
+ fRRa(τ)δi jδkl +

fR

2
Rb(τ)

(
δikδ jl +δilδ jk

)
, (2.6)

where Ra(τ) and Rb(τ) are normalized isotropic and anisotropic Raman response, and fR represents their

fractional contribution to the nonlinear refractive index (whose magnitude is related to χ0). fE = 1− fR

represents the fraction of electronic contribution. All these parameters and functions are given by

χ0 ≡
3σ

8
+

1
2

∫ +∞

−∞

[a(τ)+b(τ)]dτ, fR ≡
1

2χ0

∫ +∞

−∞

[a(τ)+b(τ)]dτ, (2.7)

Ra(τ)≡ a(τ)
2 fRχ0

, Rb(τ)≡ b(τ)
2 fRχ0

(2.8)

with
∫ +∞

−∞
[Ra(τ)+Rb(τ)]dτ = 1. Note that a(τ) = 0 and b(τ) = 0 when τ < 0 because of causality.

In the frequency domain, the third-order nonlinear polarization given in Eq. (2.5) becomes

P̃(3)
i (r,ω) =

ε0χ0

(2π)2

∫∫ +∞

−∞

R̃(3)
i jkl(ω2−ω1)Ẽ∗

k (r,ω1)Ẽl(r,ω2)Ẽ j(r,ω +ω1−ω2)dω1dω2. (2.9)
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2.2 General Wave Equation

The propagation of optical waves inside silica fibers is described by a dynamic equation called general-

ized nonlinear Schrödinger equation (GNLSE). Different versions of the derivation of such equation can

be found in Refs. [6]-[8]. Here I provide a slightly different but more complete approach.

The propagation of an optical wave in a dielectric medium is governed by the wave equation

∇
2Er−

1
c2

∂ 2Er

∂ t2 = µ
∂ 2Pr

∂ t2 . (2.10)

Using the analytical representation in Eq. (2.3) and transferring Eq. (2.10) into the frequency domain,

We obtain the nonlinear Helmholtz equation as

∇
2Ẽ(r,ω−ω0)+

ω2

c2
↔
ε(ω) · Ẽ(r,ω−ω0) =−µω

2P̃ (3)(r,ω−ω0), (2.11)

where ↔
ε accounts for the linear dispersive and material birefringent properties of the medium, and a tilde

denotes a Fourier transform defined as Ã(r,ω) =
∫ +∞

−∞
A(r, t)exp(iωt)dt (A = E or P ).

In optical fibers, the longitudinal component of the optical field is generally much smaller than the

transverse one and the latter dominates the nonlinear effects. Thus, the electric field can be approxi-

mated as Ẽ = [Ẽx; Ẽy], where we have assumed the propagation direction is the z axis along the fiber

length. Moreover, the eigenmodes of optical fibers can be decomposed as the product of transversely

and longitudinally distributed components, i.e.,

Ẽi(r,ω−ω0) = Fi(x,y,ω)Ãi(z,ω−ω0), (2.12)

where i = x,y. Equation (2.12) together with the neglect of the longitudinal component Ẽz amounts to

assuming negligible self-focusing inside fiber. This approximation is reasonable in most cases of wave

propagation and interaction in silica fibers. Substituting Eq. (2.12) into Eq. (2.11), multiplying by F∗
i ,

and integrating over the transverse plane, we obtain the wave equation in the form

∂ 2Ãi

∂ z2 +
[

ω2

c2
↔
εi j(ω)−

↔
ki j(ω)

]
Ã j =−µω

2
∫∫

F∗
i P̃(3)

i dxdy∫∫
|Fi|2dxdy

, (2.13)

where
↔
k(ω) is a diagonal matrix with the elements

↔
kii(ω) = k2

ii(ω) defined as

k2
ii(ω) =−

∫∫
F∗

i ∇2
T Fidxdy∫∫

|Fi|2dxdy
, (2.14)

and the subscript T denotes derivation operation over the transverse coordinates x and y. Equation (2.14)

can be solved for a specific fiber geometry and boundary conditions to obtain the tensor
↔
k associated

with a specific eigenmode1, in particular, the fundamental mode. Different boundary conditions experi-

enced by the x and y polarization components introduce geometric birefringence manifested as different

1This amounts to assuming that the coordinate x and y are along the symmetric axes of the fiber geometric configuration
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magnitudes of the two diagonal elements of
↔
k. In general, the birefringence of optical fibers is very small

(the modal index difference between the two polarization modes are at least three orders of magnitude

smaller than the modal indices themselves [6]), and we can write

ω2

c2
↔
ε(ω)−

↔
k(ω) = β

2(ω)
↔
I −β (ω)ω

↔
B, (2.15)

where
↔
B represents the birefringence properties of a fiber with the magnitude

∣∣∣det|
↔
B|
∣∣∣� [β (ω)/ω]2.

Because of its small magnitude, we have neglected the frequency dependence of birefringence tensor.

In general, the third-order nonlinear effects are small and act as only perturbations to the linear wave

propagation with a phase factor e±iβ (ω)z varying on a length scale of optical wavelength [see Eqs. (2.13)

and (2.15)] (the sign depends on propagation direction: + for forward propagation). This indicates that

Ã′ ≡ Ã(z,ω −ω0)e∓iβ (ω)z should be a slowly varying amplitude compared with the rapidly varying

phase factor: ∣∣∣∣∣∂ 2Ã′

∂ z2

∣∣∣∣∣� 2

∣∣∣∣∣β (ω)
∂Ã′

∂ z

∣∣∣∣∣ . (2.16)

As a result, we can make the so-called slowly varying envelope approximation (SVEA) as follows2:

∂ 2Ã

∂ z2 +β
2(ω)Ã =

[
∂ 2Ã′

∂ z2 +2iβ (ω)
∂Ã′

∂ z

]
eiβ (ω)z ≈ 2iβ (ω)

[
∂Ã

∂ z
− iβ (ω)Ã

]
. (2.17)

This approximation corresponds to assuming a forward-propagating wave (for backward propagation,

change ∂Ã/∂ z to −∂Ã/∂ z). Under the SVEA, the wave equation (2.13) is simplified and takes the

form

∂ Ãi

∂ z
= iβ (ω)Ãi−

iω
2

↔
Bi jÃ j +

iµω2

2β (ω)

∫∫
F∗

i P̃(3)
i dxdy∫∫

|Fi|2dxdy
. (2.18)

Although different boundary conditions for the two polarization components introduce birefringence,

Fi(x,y,ω) in general exhibits only a slight dependence on both the frequency and polarization for the

two fundamental polarization modes (as indicated by a relatively small magnitude of birefringence com-

pared with the model indices themselves). We can thus assume that, over a relatively broad bandwidth,

Fx(x,y,ω1)≈ Fy(x,y,ω2)≡ F(x,y,ω). As a result, the nonlinear polarization in Eq. (2.9) becomes

P̃ (3)(r,ω)≈ ε0χ0|F(x,y,ω)|2F(x,y,ω)P̃ NL(z,ω), (2.19)

where the normalized nonlinear polarization is given by

P̃NL
i (z,ω) =

1
(2π)2

∫∫ +∞

−∞

R̃(3)
i jkl(ω2−ω1)Ã∗k(z,ω1)Ãl(z,ω2)Ã j(z,ω +ω1−ω2)dω1dω2. (2.20)

2The SVEA can be seen even more clearly by noticing that ∂ 2

∂ z2 + β 2 =
(

∂

∂ z + iβ
)(

∂

∂ z − iβ
)

. SVEA means that
∣∣∣ ∂Ã′

∂ z

∣∣∣�
2
∣∣∣β (ω)Ã′

∣∣∣, which is the same as Eq. (2.16). As ∂A
∂ z = e±iβ z ∂A′

∂ z ± iβA,
(

∂

∂ z + iβ
)

A≈ 2iβA for a forward-propagating wave

and
(

∂

∂ z − iβ
)

A≈−2iβA for a backward-propagating one. As a result,
(

∂ 2

∂ z2 +β 2
)

A≈±2iβ
(

∂A
∂ z ∓ iβA

)
.
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Substituting Eq. (2.19) into Eq. (2.18) and normalizing the field amplitude such that |A(z, t)|2 represents

optical power, we find that the field amplitude vector Ã(z,ω−ω0) satisfies

∂Ã

∂ z
= iβ (ω)Ã− iω

2
↔
B · Ã+

iω
ε0c2n(ω0)n(ω)aeff(ω)

P̃ NL, (2.21)

where we have used β (ω) = ωn(ω)/c, and n(ω) is the modal index. aeff is the effective mode area

defined as

aeff(ω)≡
[∫∫

|F(x,y,ω)|2dxdy
]2∫∫

|F(x,y,ω)|4dxdy
. (2.22)

Note that the optical field amplitude in Eq. (2.20) is now also normalized to the square root of optical

power.

In the last term of Eq. (2.21), both the modal index and effective mode area depends on frequency

and we can taylor-expand them to the first order of ω −ω0. Equation (2.21) then reduces to a simple

form of GNLSE in the frequency domain as

∂Ã

∂ z
= iβ (ω)Ã− iω

2
↔
B · Ã+ iγ [1+(ω−ω0)η ] P̃ NL, (2.23)

where γ is the nonlinear parameter defined as

γ(ω0)≡
χ0ω0

ε0c2n2(ω0)aeff(ω0)
. (2.24)

Conventionally, the nonlinear parameter γ(ω0) is defined through a nonlinear-index coefficient n2 as

γ = n2ω0/(caeff) [6]. Compare it with Eq. (2.24), we find that n2(ω0) = χ0/[ε0cn2(ω0)] in our notation.

In Eq. (2.23), η is related to the dispersion in the magnitude of fiber nonlinearity and is given by

η ≡ 1
ω0

+
1

n2(ω0)
dn2

dω

∣∣∣∣
ω0

− 1
aeff(ω0)

daeff

dω

∣∣∣∣
ω0

. (2.25)

As the group index only slightly differs from the modal index in fibers, ω0
n(ω0)

dn
dω

≈ 0.02, the first term

of Eq. (2.25) is much larger than the second term in general. The effective mode area also depends on

frequency only slightly, unless the mode field diameter becomes much less than the optical wavelength

[9, 10]. Therefore, Eq. (2.25) is dominated by the first term in most cases.

The first term on the right side of Eq. (2.23) governs the dispersive effect, one of the dominant effect

in optical fibers. It can also include fiber losses and their dispersion if β (ω) is treated as complex,

say, β (ω)→ β (ω)+ iα(ω)/2. By Taylor-expanding the propagation constant β (ω) around the carrier

frequency ω0 and transferring Eq. (2.23) into time domain, we obtain the GNLSE for the field amplitude

A(z, t) in the time domain as

∂A

∂ z
=

+∞

∑
m=0

im+1βm

m!
∂ mA

∂ tm − i
2
↔
B ·
(

ω0 + i
∂

∂ t

)
A+ iγ

[
1+ iη

∂

∂ t

]
P NL, (2.26)
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where βm is the mth-order fiber dispersion given by βm = (dmβ/dωm)|ω0 , and the nonlinear polarization

in time domain P NL(z, t) can be obtained from Eq. (2.20) as:

PNL
i (z, t) = A j(z, t)

∫ +∞

−∞

R(3)
i jkl(t− τ)A∗k(z,τ)Al(z,τ)dτ. (2.27)

In Eq. (2.26), the first term describes the linear dispersive and loss effects; the second term represents

birefringent effects and associated polarization-mode dispersion (PMD); the third term governs the Kerr

nonlinearity and its dispersion. Equations (2.23) and (2.26) provide the theoretical basis for nonlinear

effects in optical fibers and will be widely used in other chapters to discuss different nonlinear effects.

2.3 Wave Propagation: Quantum Case

In the last section, we have assumed an intense optical wave so that it can be treated as a classical field. In

some cases, we need to investigate the fundamental noise properties associated with low-power electro-

magnetic fields in optical fibers. In these cases, the optical field needs to be quantized to account for the

particle nature of photons. A general quantum theory of nonlinear optical phenomenon in optical fibers

has been developed before in the context of soliton squeezing [11]–[13], starting from a Hamiltonian that

includes the third-order nonlinear polarization and the background photon/phonon reservoirs. Here we

only provide the final equations that will be used in this thesis. These equations can be obtained from

the classical equations in the last section by simple physical arguments, although such a derivation may

not be rigorous in the mathematical sense.

To deal with the photon interaction and photon statistics, it is generally convenient to work in the

Heisenberg picture and normalize the optical field such that Â†
j(z,τ)Â j(z,τ) represents the operator for

the photon flux for the jth polarization component, leading to the following communication relations for

the field operator

[Â j(z,τ), Â†
k(z,τ

′)] = δ jkδ (τ− τ
′), (2.28)

[Â j(z,ωu), Â†
k(z,ωv)] = 2πδ jkδ (ωu−ωv), (2.29)

in the time and spectral domain, respectively ( j,k = x,y).

It turns out that the quantum version of wave equation exhibits a form quite similar to that presented

in the last section, except for some minor changes related to a correct description of the quantum effects.

First, the field operators in all the interaction terms need to be placed in a normal order to correctly count

the quantum effects. Second, the Raman response of optical fibers results from the resonant interaction

between photons and optical phonons. The participation of broadband thermal phonons in the interaction
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introduces noise. It is small and negligible when optical waves themselves are intense (as in the last

section), but becomes important when we consider wave interactions at a level of only a few photons.

Therefore, we need to introduce a noise operator into the GNLSE to correctly describe such Raman-

induced noise. With these considerations and with the field normalization in Eq. (2.29), we obtain the

quantum version of GNLSE in the spectral domain as [13]

∂ Âi

∂ z
= i∑

j
R̃(1)

i j (ω)Â j(z,ω)+
i
√

h̄ω0

2π
∑

j

∫
dω1m̂i j(z,ω−ω1)Â j(z,ω1)

+
ih̄ω0γ

(2π)2 ∑
jkl

∫∫
dω1dω2R̃(3)

i jkl(ω2−ω1)Â†
k(z,ω1)Âl(z,ω2)Â j(z,ω +ω1−ω2), (2.30)

where R̃(1)
i j (ω)≡ β (ω)−ω

↔
Bi j/2 accounts for both the dispersive and birefringence effects and m̂i j(z,Ω)

represents noise operator at phonon frequency Ω, resulting from the presence of a phonon reservoir.

Conservation of the commutation relation for the optical field in Eq. (2.29) at any point z inside the

optical fiber requires that m̂i j(Ω) satisfy the following commutation relation:

[m̂i j(z,Ωu), m̂†
kl(z

′,Ωv)] = 2πδ (z− z′)δ (Ωu−Ωv){ga(Ωu)δi jδkl + 1
2 gb(Ωu)(δikδ jl +δilδ jk)}, (2.31)

where ga and gb are Raman gain/loss coefficients corresponding to the isotropic and anisotropic Raman

response functions Ra and Rb, respectively, defined as ga(Ω)= 2γ fRIm[R̃a(Ω)] and gb(Ω)= 2γ fRIm[R̃b(Ω)].

They are related to the Raman gain measured for linearly copolarized and orthogonally polarized pumps

as [2] g‖ = ga +gb and g⊥ = gb/2.

Accordingly, by taking the Fourier transform of Eq. (2.30), we can obtain the quantum version of the

GNLSE in the time domain as

∂ Âi

∂ z
= i∑

j

∫
τ

−∞

dτ
′R(1)

i j (τ− τ
′)Â j(z,τ ′)+ i

√
h̄ω0 ∑

j
m̂i j(z,τ)Â j(z,τ)

+ ih̄ω0γ ∑
jkl

∫
τ

−∞

dτ
′R(3)

i jkl(τ− τ
′)Â†

k(z,τ
′)Âl(z,τ ′)Â j(z,τ), (2.32)

where R(1)
i j is the Fourier transform of R̃(1)

i j (ω) and the time-dependent noise operator m̂i j(τ) now satisfies

the commutation relation

[m̂i j(z,τ), m̂kl(z′,τ ′)] = iγδ (z− z′){R(3)
kli j(τ

′− τ)−R(3)
i jkl(τ− τ

′)}. (2.33)

Equations (2.30)-(2.33) represent the main results of this section. In the following chapters, we use

them to investigate photon statistics of quantum-correlated photon pair generation in optical fibers, and

to study the quantum noise properties of fiber-based parametric amplifiers.
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3 Photon-Pair Generation In Optical Fibers

In this chapter, we present a general quantum theory [1, 2] capable of describing photon statistics un-

der the combined effects of four-wave mixing (FWM) and Raman scattering inside optical fibers. As

our theory is vectorial in nature and includes all polarization effects, it can be used for a wide variety

of pumping configurations. The analysis shows that spontaneous Raman scattering degrades the pair

correlation in all cases but the extent of degradation depends on the pumping configuration employed.

We also present a theory to quantify the impact of such pair correlation on the degree of energy-time

and polarization entanglement. This work is done in collaboration with Fatih Yaman in Prof. Agrawal’s

group.

3.1 Introduction

Entangled photon pairs are essential for quantum technologies requiring delivery of quantum information

over significant distances [3]. Conventionally, such photon pairs are generated by spontaneous paramet-

ric downconversion in the visible region [4, 5]. However, practical implementation of quantum commu-

nication relies on its compatibility with fiber-optic networks operating around 1.55 µm [6]. Availability

of correlated photon pairs in this wavelength regime thus becomes a key step towards practical applica-

tions of quantum technologies. Several techniques based on periodically poled lithium niobate crystals

or waveguides [7, 8] have been used to realize such photon-pair sources. However, sources based on bulk

media or rectangular waveguides often suffer from relatively large losses that occur from coupling their

light into optical fibers [9].

The phenomenon of four-wave mixing (FWM) occurring inside optical fibers provides a natural way

to generate correlated photon pairs in a single spatial mode directly inside fibers [10]–[20]. Indeed,

FWM has been used to realize polarization entanglement [21, 22] as well as time-bin [23] entanglement.
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Although FWM in principle should generate correlated photon pairs with an efficiency higher than other

techniques [24]-[26], in practice, the performance of fiber-based photon-pair sources is severely deteri-

orated by the phenomenon of spontaneous Raman scattering (SpRS) that accompanies FWM inevitably

[27]. SpRS originates from the retarded molecular response to the underlying third-order nonlinearity

[28, 29], and it leads to a serious limitation on the available range of photon-pair frequencies and the

degree of quantum correlation [10]–[20].

Existing theories cannot describe the impact of SpRS on photon-pair correlation because of a com-

plete neglect of the Raman contribution [24]-[26]. For this reason, empirical fitting is widely used for the

experimental data [10]–[20]. As FWM becomes a promising way towards creating fiber-based correlated

photon sources, it is important to develop a general theory that can explain the experimental data and

provide guidance for improving the performance of such sources. In this chapter, we develop a general

quantum theory capable of describing photon statistics under the combined effects of FWM and Raman

scattering inside optical fibers, including both the spontaneous and stimulated contributions. Moreover,

our theory is vectorial in nature and includes all polarization effects. It can be used for a wide variety of

pumping configurations.

In the following sections, we use the general equations (2.30) and (2.31) to investigate photon statis-

tics under different pumping configurations. Same equations, or their simpler scalar form, has been

successfully used to describe quantum squeezing in optical fibers [31, 35, 36], timing jitter in commu-

nication systems [37], and Raman noise in fiber-optic parametric amplifiers [27]. Here we use it to

investigate the impact of SpRS on photon-pair generation through FWM inside optical fibers. The analy-

sis can be simplified considerably if we notice that there are usually only three or four waves interacting

with each other, depending on the pumping configuration. In the case of a photon-pair source, the pumps

are always much more intense than the signal and the idler fields. Hence, they can be treated classically

and assumed to remain undepleted. Moreover, in most experimental situations, the pump pulses are wide

enough and fibers are short enough that the dispersion-induced pulse broadening is negligible. As a re-

sult, the pumps can be assumed to be quasi-continuous such that A j(z,ω) = Ap j(z)2πδ (ω−ωp), where

ωp is the pump frequency. For convenience, we renormalize the pump field amplitude such that |Ap j|2

provides the pump power of the jth polarization component at ωp. As short fibers are generally used for

photon generation, we neglect fiber losses in the following analysis.

3.2 Single-Pump Configuration

In this section, we focus on the case in which FWM is induced by a single pump wave launched at

ωp. Energy conservation requires 2ωp = ωs + ωi, where ωs and ωi are frequencies of signal and idler
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Figure 3.1: Illustration of the frequency and polarization relationship among the pump, signal and idler,

in the single-pump configuration.

photons, respectively. We assume that the pump is linearly polarized along a principal axis of the fiber,

say, the x axis. It is easy to show [34] that the Kerr nonlinearity only imposes a phase modulation on the

pump wave such that Apx(z) = ApΦ(z), where Φ(z) = exp{i[kx(ωp)+ γP0]z}, Ap is the input pump field

amplitude, P0 = |Ap|2 is the pump power, and kx(ωp)≡ R̃(1)
xx (ωp) is the propagation constant.

3.2.1 Signal and Idler Evolution

It turns out that the FWM process can be decoupled into two independent “eigen” processes shown in

Fig. 3.1 such that the created photon pairs are polarized either (a) parallel or (b) orthogonal to the pump.

Of course, the phase-matching condition for these two processes is not the same. The process (a) is phase-

matched in practice by use of fiber dispersion through appropriately locating the pump wavelength. In

contrast, the process (b) is affected considerably by fiber birefringence [34]. In the following analysis,

we compare the two cases assuming that the phase-matched condition is individually satisfied for them.

If we use ω = ωs in Eq. (2.30) and retain only the first order terms at this frequency and at its conju-

gate frequency ωi = 2ωp−ωs, we obtain the Heisenberg equations for the two polarization components

of the signal in the form

∂ Â j(z,ωs)
∂ z

= i[k j(ωs)+ γξ j(Ωsp)P0]Â j(z,ωs)+ iγη j(Ωsp)A2
pxÂ†

j(z,ωi)+ iApxm̂ jx(z,Ωsp), (3.1)

where j = x,y, k j(ωs) = R̃(1)
j j (ωs) is the propagation constant at frequency ωs, and Ωsp = ωs−ωp is the

signal-pump frequency separation. The idler equation can be obtained by exchanging the subscripts s

and i.

The complex quantities ξx and ξy take into account the nonlinear phase shift produced by the pump

through cross-phase modulation as well as the effects of Raman scattering. They are given by

ξx(Ωsp) = 2− fR + fRR̃a(Ωsp)+ fRR̃b(Ωsp), (3.2)

ξy(Ωsp) = 2(1− fR)/3+ fRR̃a(0)+ fRR̃b(Ωsp)/2. (3.3)
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The Raman effects enter through R̃a and R̃b, as discussed in the previous chapter. In the absence of

Raman contribution ( fR = 0), ξx = 2 and ξy = 2/3, as expected from the standard theory of cross-

phase modulation [34]. Also note that ξx(0) = 2 even when Raman contribution is included because

R̃a(0)+ R̃b(0) = 1.

The FWM efficiency is related to η j and is different for the two eigen processes. More specifically,

ηx(Ωsp) = (1− fR)+ fRR̃a(Ωsp)+ fRR̃b(Ωsp), (3.4)

ηy(Ωsp) = (1− fR)/3+ fRR̃b(Ωsp)/2. (3.5)

In practice, the first term dominates, indicating that copolarized FWM is roughly three times more effi-

cient than the orthogonally polarized one. For this reason, most recent experiments have focused on the

copolarized configuration [21]–[19]. However, this approach has a serious drawback because SpRS is

also maximized when the signal and idler are copolarized with the pump. Moreover, the Raman process

also changes the refractive index through the Kramers–Kronig relation and thus affects the FWM effi-

ciency [29]. The magnitude of ηx decreases by about 20% when the signal is detuned far beyond Raman

gain peak.

Equation (3.1) in combination with the corresponsing idler equation can be solved analytically be-

cause of their linear nature. The resulting solution for the signal amplitude at the end of a fiber of length

L is given by:

Â j(L,ωs) = [α j(L,ωs)Â j(0,ωs)+β j(L,ωs)Â†
j(0,ωi)+ N̂ j(L,ωs)]Φ(L), (3.6)

where the first two terms are due to FWM but the last one describes the impact of Raman scattering. The

coefficients appearing in this equation are given by [34]

α j(L,ωs) = [cosh(g jL)+(iκ j/2g j)sinh(g jL)]eiK jL, (3.7)

β j(L,ωs) = (iγη j/g j)A2
p sinh(g jL)eiK jL, (3.8)

N̂ j(L,ωs) = i
∫ L

0
m̂ jx(z,Ωsp)[Apα j(L− z,ωs)−A∗pβ j(L− z,ωs)]dz, (3.9)

where the parametric gain coefficient g j is given by g2
j =(γη jP0)2−(κ j/2)2 and K j = [k j(ωs)−k j(ωi)]/2.

Further, the extent of phase mismatch is governed by

κ j = k j(ωs)+ k j(ωi)−2kx(ωp)+2γP0(ξ j−1). (3.10)

In practice, the signal and idler fields are filtered spectrally to limit their bandwidth using an optical

filter. The filtered field can be written as

Âu j(z,τ) =
1

2π

∫
∞

−∞

Hu(ω− ω̄u)Â j(z,ω)exp(−iωτ)dω, (3.11)
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where Hu(ω− ω̄u) is the filter transmission function centered at ω̄u (u = s, i) and assumed to be polariza-

tion independent. In the following discussion, we denote the signal as the anti-Stokes wave and assume

ω̄s > ωp. The idler field then lies, by definition, on the Stokes side of the pump.

3.2.2 Photon-Pair Generation rate

As the two FWM processes in Fig. 3.1 have the same form of solution, we simplify the following analysis

by dropping the polarization subscript j in Eqs. (3.6)–(3.11). The two cases shown in Fig. 3.1 can be

compared by choosing the appropriate form of ξ j, η j, κ j, and g j with j = x or y. The generation rate of

photon pairs is related to the photon flux Iu, defined as Iu ≡ 〈Â†
u(L,τ)Âu(L,τ)〉, where u = s for signal

photons, u = i for idler photons, and the angle brackets denote average with respect to the vacuum input

state and a thermally populated phonon reservoir. Such an average can be performed analytically and

results in the following expression:

Iu =
1

2π

∫
∞

−∞

|Hu|2 { |βu|2 +N (Ωup)sgn(Ωup)[1+ |βu|2−|αu|2]}dωu, (3.12)

where Hu ≡ Hu(ωu− ω̄u), αu ≡ α(L,ωu), βu ≡ β (L,ωu), sgn(Ωuv) =±1 depending on the sign of Ωuv,

and

N (Ωuv) =

n(Ωuv) when Ωuv > 0,

n(Ωuv)+1 when Ωuv < 0.
(3.13)

Here n(Ωuv) = [exp(h̄|Ωuv|/kBT )− 1]−1 is the phonon population at frequency Ωuv = ωu −ωv and at

temperature T . As the magnitude of β in Eq. (3.8) is determined by the phase-matching condition,

photon flux peaks at the location where this condition is satisfied.

Equation (3.12) is quite general as it includes both the spontaneous and stimulated processes. For cor-

related photon-pair generation, the pump power is kept low enough that γP0L � 1 to prevent stimulated

scattering. Moreover, the filters have a bandwidth much narrower than the phase-matching bandwidth

and are positioned at the center of phase-matching window where Re(κ) ≈ 0. In this case, Eq. (3.12)

reduces to

Iu = ∆νu(|γP0ηuL|2 +P0L|gR|Nup), (3.14)

where ηu, gR, and Nup are calculated at the frequency Ω̄up = ω̄u−ωp (u = s, i) and the filter bandwidth

∆νu is defined as ∆νu =
∫
|Hu(ω − ω̄u)|2dω/2π . gR = g‖ and g⊥ for the processes shown in Fig. 3.1(a)

and (b), respectively.

When pump pulses of duration of τp at a repetition rate of B are used (for a continuous pump,

τpB = 1), the photon counting rate is related to Iu as Ru = (ζuτpB)Iu [24], where ζu is the detection
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Figure 3.2: Normalized photon flux as a function of pump-signal detuning. The solid and dashed curves

show photon flux for idler (Stokes) and signal (anti-Stokes), respectively. The thin dotted curve show for

comparison that created by FWM only [the first term of Eq. (3.14)].

efficiency. As expected, the photon counting rate consists of two terms: one originates from FWM and

grows quadratically with both pump power P0 and fiber length L; the other is due to SpRS and grows

only linearly with the product P0L.

Figure 3.2 shows the normalized photon flux defined as Iµ/∆νµ at a typical pumping level of γP0L =

0.1, which corresponds to a 1.25-GHz photon flux created by FWM with a 1-nm filter at 1550 nm

and with a continuous-wave pump. The fiber parameters used in the 1550-nm regime are n2 = 2.6×

10−20m2/W, a peak Raman gain of 0.62× 10−13m/W [34, 39, 40], and a temperature of T = 300 K.

The Raman spectra are taken from Ref. [28]. The photon pair is assumed to be created copolarized with

the pump. When |Ω̄up|/2π < 2 THz, the phonon population n(Ω̄up) � 1 and SpRS generates similar

amount of signal and idler photons. When |Ω̄up|/2π > 2 THz, n(Ω̄up)� 1 and SpRS creates much more

noise photons on the idler (Stokes) than the signal (anti-Stokes). Moreover, below 15-THz frequency

detuning, SpRS noise photon flux is significantly larger than that created by FWM in both signal and

idler, especially in the low-frequency regime. It is negligible for the signal beyond 15 THz, but still

contributes considerable amount to the idler at the Stokes side. Although such dominance of SpRS can

be reduced by increasing pump power, it also significantly reduces the photon-pair quality because of an

increased stimulated scattering (see next section). As a result, SpRS remains as a dominant degradation

source for the correlated photon-pair generation.
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3.2.3 Self- and Cross-Correlation Coefficients

An important way to characterize the quality of a photon-pair source is the degree of quantum correlation,

given by the ratio between the true coincidence counting and the accidental one. Consider first the self-

correlation coefficient of the signal (or idler) photons defined as [41]

ρu(τ) = 〈Â†
u(L, t)Â†

u(L, t + τ)Âu(L, t + τ)Âu(L, t)〉/I2
u −1, (3.15)

where u = s and i for the signal and idler photons, respectively. As before, the average can be calculated

analytically using Eqs. (3.6)–(3.11) to yield

ρu(τ) =
1

(2πIu)2

∣∣∣∫ ∞

−∞

|Hu|2[|βu|2 +N (Ωup)sgn(Ωup)(1+ |βu|2−|αu|2)]e−iωuτ dωu

∣∣∣2. (3.16)

For optical filters with a bandwidth much narrower than the phase-matching bandwidth, αu and βu

can be treated as constant. In this case, the self-correlation coefficient reduces to a remarkably simple

expression ρu(τ) = |ϕu(τ)|2, where ϕu(τ) is the autocorrelation function of the filter response defined as

ϕu(τ) =
1

2π∆νu

∫
∞

−∞

|Hu(ωu− ω̄u)|2e−iωuτ dωu. (3.17)

It is easy to show that ρu(τ)≤ ρu(0) = 1. Thus, the signal as well as the idler photons exhibit bunching

effect, irrespective of whether they are created through FWM or SpRS. This is expected as the state

of spontaneously generated photons is a thermal state [62]. Indeed, such thermal nature is directly

reflected in the general expression Eq. (3.16), as it can be written in a simple form of ρu(τ) = |〈Â†
u(L, t +

τ)Âu(L, t)〉|2/I2
u .

Because of the thermal nature of spontaneous scattering (both FMW and SpRS), a Hanbury-Brown–

Twiss type experiment measuring photon self-correlation cannot be used to test the dominance of single

photons or to show the existence of SpRS. Note that the self-correlation is also independent of pump

power when narrowband filters are used. The decrease in the experimentally recorded values at low

pump powers observed in Ref. [19] is likely due to dark counting.

Although photons generated by FWM as well as SpRS follow a thermal distribution, FWM-generated

signal photons are strongly correlated with the idler photons but SpRS-generated ones are not. This

quantum correlation between the signal and idler photons is quantified by the cross-correlation coefficient

defined as [41]

ρc(τ) = 〈Â†
i (L, t)Â†

s (L, t + τ)Âs(L, t + τ)Âi(L, t)〉/(IsIi)−1, (3.18)

where 〈Â†
i (L, t)Â†

s (L, t + τ)Âs(L, t + τ)Âi(L, t)〉 is the biphoton probability of signal-idler pair. By using

Eqs. (3.6)–(3.9), the pair correlation in its most general form is given by

ρc(τ) =
1

(2π)2IsIi

∣∣∣∫ ∞

−∞

H (ωs)[αiβs +N (Ωsp)sgn(Ωsp)(αiβs−αsβi)]e−iωsτ dωs

∣∣∣2, (3.19)
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where H (ωs) ≡ Hs(ωs − ω̄s)Hi(ωi − ω̄i) with ωi = 2ωp −ωs. As the magnitudes of α and β are

maximized when the FWM efficiency is maximum, ρc peaks when the center frequencies of the two

filters are tuned to the centers of phase-matched spectral window with ω̄s + ω̄i = 2ωp. The mag-

nitude of ρc decreases when either filter is detuned away from this condition, as also observed ex-

perimentally in Refs. [18] and [19]. It turns out that Eq. (3.19) can be written in a simple form of

ρc(τ) = |〈Âs(L, t + τ)Âi(L, t)〉|2/(IsIi). This is a direct result of the thermal nature of spontaneous scat-

tering.

The general expression in Eq. (3.19) can be used to find the quantum correlation under low-power

conditions such that γP0L � 1. Far from the phase-matching condition (|∆kL| � 1), FWM becomes

negligible, and SpRS dominates. In this case, Eq. (3.19) reduces to

ρc(τ) = |ϕc(τ)|2
[

sin(∆kL/2)
∆kL/2

]2
γ2|Re(ηs)/gR|2 +(n+1/2)2

n(n+1)
, (3.20)

where ∆k = k(ωs)+ k(ωi)− 2k(ωp) is the linear phase mismatch and ϕc(τ) is the cross-correlation of

the two filter responses defined as

ϕc(τ) =
1

2π
√

∆νs∆νi

∫
∞

−∞

Hs(ω− ω̄s)Hi(ω̄s−ω)e−iωτ dω. (3.21)

Clearly, ρc → 0 for |∆kL| � 1, indicating independent creation of the signal and idler photons. This is

expected in view that they are generated from thermal phonon states.

To generate correlated photon pairs, the signal and idler are tuned to the phase-matching peak. Equa-

tion (3.19) in this case reduces to

ρc(τ) =
|ϕc(τ)|2{[γRe(ηs)]2 + |gR(n+1/2)|2}

[|γηs|2P0L+ |gR|(n+1)][|γηs|2P0L+ |gR|n]
. (3.22)

The pair correlation decreases with increased pump power because of an increased probability of mul-

tiphoton generation, as observed experimentally [13, 18, 19]. SpRS introduces considerable accidental

coincidence counting and thus reduces the correlation magnitude. For a pure FWM process without

SpRS, ηs is real and the pair correlation reduces to ρc(τ) = |ϕc(τ)|2/|γηsP0L|2.

3.2.4 Two Polarization Configurations

Figure 3.3 shows ρc(0) as a function of pump-signal detuning for the two polarization configurations of

Fig. 1 at a typical pumping level of γP0L = 0.1, assuming an identical shape for the two optical filters

so that |ϕc(0)|2 = 1. As mentioned earlier in previous section, the FWM efficiency is reduced roughly

by a factor of 3 in the case of orthogonal configuration. For a fair comparison of the two configurations,

we increase the input pump power P0 by a factor of 3 in the orthogonal case to ensure that FWM creates

nearly the same number of photons in the two cases.
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Figure 3.3: Pair correlation ρc(0) versus pump-signal detuning, assuming perfect phase matching in a

fiber same as Fig. 3.2. The dashed and solid curves show the copolarized and orthogonally polarized

cases, respectively. The thin dotted and dash-dotted curves show for comparison the pair correlation of

FWM-created photons only, in the configuration of Fig. 3.1(a) and (b), respectively. A slight difference

between them is due to different Raman-induced nonlinearity dispersion.

Several conclusions can be drawn from Fig. 3.3. In general, SpRS degrades photon pair correlation

over very broad spectrum extending from 0 to 40 THz, if the photon-pair is created copolarized to the

pump. When the signal is close to the pump (frequency detuning <1 THz), pair correlation is reduced by

more than 50%, compared with a pure FWM process (thin dashed curve). For example, Eq. (3.22) shows

that pair correlation is about 12 at a frequency detuning of 0.5 THz for a typical value of γP0L = 0.15,

but it reduces to 3.5 when γP0L increases to 0.4, indicating that the recent experiments operating in this

regime are close to the fundamental limit set by SpRS [12, 13, 18]. For frequency detunings >2 THz, the

magnitude of copolarized Raman gain grows rapidly and leads to more SpRS-created idler photons, even

though SpRS creates less signal photons because of a reduction in the phonon population (see Fig. 3.2).

As a result, the accidental counting rate becomes large in the copolarized case (dashed curves), and the

correlation drops to a rather low value over a broad spectral range extending from 2 to 15 THz. This

degradation is a direct consequence of enhanced SpRS in the copolarized configuration of Fig. 3.1.

As seen in Fig. 3.3, ρc(0) increases to high values when the signal is detuned far beyond the Raman-

gain peak (but with a ∼40% reduction in the FWM-generated photons because of a Raman-induced

decrease in the FWM efficiency, see Fig. 3.2). SpRS only has a minor effect at this spectral region. For

example, near 30 THz, ρc(0) varies from 39 to 138 for γP0L in the range of 0.1–0.2; it can be increases to

450 when γP0L is decreased to 0.05. For this reason, several experiments have been designed to operate

in this regime [14, 19, 15]. As an example, consider the data of Ref. [19]. With a pump-signal detuning
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of 28 THz near 735 nm, Eq. (3.22) shows that ρ(0) = 2105, 42 and 17 for γP0L = 0.0155, 0.19 and 0.31,

respectively (corresponding to average power levels of 0.05, 0.6 and 1 mW in Ref. [19], respectively).

These values are higher than the experimentally measured correlation of 300, 23 and 10 at these power

levels, implying the possibility of further experimental improvement in this spectral regime.

A relatively large difference between the theoretical and experimental values of ρc(0) at the lowest

power level can be attributed to dark counting that tends to dominate at low photon-detection rates [23].

In practice, the photon counting rate is given by R ′
u = Ru + Rdu (u = s, i), where Rdu is the dark

count rate. The presence of dark counts increases the accidental coincidence counting rate given by

Rac(τ0) =
∫

τ0+τc
τ0

R ′
sR

′
i dτ , where τc is the coincidence time window. However, it does not affect the true

coincidence counting rate provided by Rtc(τ0) = ζsζiτpB
∫

τ0+τc
τ0

IsIiρc(τ)dτ . The experimental recorded

value ρ ′c(τ) is the ratio Rtc/Rac. If the real photon detection rate dominates (Ru � Rdu), ρ ′c would

be close to ρc given in Eqs. (3.19) and (3.22). However, if Ru < Rdu at low pump levels, ρ ′c would be

significantly lower than ρc.

Figure 3.3 shows that high-quality photon pairs can be generated with copolarized FWM only when

signal is far from the pump (detuning >20 THz). However, the quality of photon pairs can be maintained

at a high level over a broad spectral region below 20 THz when they are generated with polarization

orthogonal to the pump (solid curves). This improvement is due to the fact that the Raman gain is almost

negligible in the orthogonal configuration [28], a feature that improves ρc(0) considerably. The most

improvement occurs in the detuning range of 5 to 15 THz, the same range where the copolarized con-

figuration is the worst. Near the copolarized Raman-gain peak close to 13 THz, the quantum correlation

can be increased from a value of 7 to more than 60 for γP0L = 0.1.

In practice, phase matching in the orthogonal configuration of FWM can be realized using low-

birefringence fibers [42, 43]. Detailed analysis of Eq. (3.10) shows that the phase mismatch is determined

by both the birefringence and even-order dispersion at the pump frequency given as

κy = ky(ωs)+ ky(ωi)−2kx(ωp)+2γP0(ξy−1)

= 2γP0(ξy−1)+2
ωp

c
δn+2

+∞

∑
m=1

β2mΩ2m
sp

(2m)!
, (3.23)

where δn = ny(ωp)− nx(ωp) is the birefringence and β2m is the (2m)th-order dispersion at ωp for the

y principal axis. In the low power regime for photon-pair generation, nonlinear phase shift has negli-

gible effect on the phase matching condition which is dominated by fiber birefringence and dispersion.

Figure 3.4 shows examples of phase-matched pump-signal detuning as a function of pump wavelength

inside a fiber with different magnitude of birefringence using β3 = 0.06541 ps2/km, β4 = −1.0383×

10−4 ps4/km, β5 = 3.3756×10−7 ps5/km, β6 =−1.1407×10−10 ps6/km, and γ = 23 W−1/km at the
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Figure 3.4: Phase matching curves as a function of pump wavelength. The pump is launched at the

slow-axis (δn < 0) for solid curves and at the fast-axis (δn > 0) for dashed curves. Fiber dispersion is

assumed to be same for both axes.

zero-dispersion wavelength of 1038 nm [44]. Clearly, phase-matching condition can be satisfied at a

variety of pump-signal detunings by tuning the pump wavelength and polarization. Note that conven-

tional standard or dispersion-shifted fibers with random birefringence cannot be used for realizing the

orthogonal configuration studied here because the relative polarization orientation of the pump, signal,

and idler changes in a random manner when a long fiber is employed [45, 46]. In practice, a fiber with

random birefringence can be used only if its length is shorter than the birefringence correlation length.

In this case of orthogonal polarized FWM, SpRS still creates noise photons that are copolarized with

the pump, but this noise background can be removed by simply placing polarizers oriented orthogonal

to the pump before the signal and idler photons reach the two detectors. It is important to stress that,

although the signal and idler fields are polarized orthogonal to the pump polarization, their spectra remain

symmetric, as dictated by the fiber dispersion [34] [see Eq. (3.23)]. Thus, the proposed scheme does not

suffer from the distinguishability induced by spectral asymmetry in the type-II phase matching used for

χ(2)-based devices [47, 48]. One issue that needs to be addressed is the amount of walk off between the

pump and signal/idler; it can be controlled in practice by using longer pump pulses.

3.2.5 Effect of Fiber Temperature

Equation (3.14) and (3.22) show that SpRS-created noise photon and its impact on pair correlation are

both related to the phonon population, which strongly depends on fiber temperature. Hence, SpRS can be

significantly reduced by cooling the fiber, as recently demonstrated in experiments [16, 17]. Figure 3.5
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Figure 3.5: Pari correlation ρc(0) versus pump-signal detuning, assuming perfect phase matching in a

fiber same as Fig. 3.2. The dashed and solid curves show the copolarized and orthogonally polarized

cases, respectively. The thin dotted curve shows for comparison of pair correlation of FWM-created

photons only, in the copolarized configuration.

shows pair correlation at three temperatures. As phonon population inversely exponentially depends on

pump-signal frequency detuning, it has most effect at low frequency detuning, leading to strong temper-

ature dependence below 5 THz. By reducing the fiber temperature to that of liquid nitrogen at 77K, pair

correlation can be enhanced by up to 5 times around this regime. However, it has negligible effect when

frequency detuning is large. Moreover, SpRS can not be completely eliminated by reducing the temper-

ature. This can be seen by the curves at zero temperature, where SpRS still remains a significant effect

over a broad spectral region. This is because SpRS for the idler at the Stokes side is dominantly coupled

to the ground state of phonon, which always introduces noise photons irrespective of fiber temperature,

although SpRS can be nearly eliminated for the signal at the anti-Stokes side.

3.3 Dual-Pump Configuration

One advantage of the FWM in optical fibers compared with a χ(2)-based process is that it allows for the

use of two pumps with different frequencies and polarization states. In fact, a dual-pump configuration is

used routinely for classical, fiber-based parametric amplification and wavelength conversion [49]-[52].

Even when the pumps are copolarized, the dual-pump configurations shown schematically in Fig. 3.6

may offer some advantages. For example, unlike the single-pump configuration in which the signal and

idler photons are always created on opposite sides of pump frequency, and are thus distinguishable on

the basis of their frequencies, two photons at the same frequency can be obtained by placing a filter
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Figure 3.7: (a) and (b) Illustration of the frequency and polarization relationship among the pumps,

signal and idler, in the orthogonal pumping configuration.

at the center frequency of the two pumps [18], as shown schematically in Fig. 3.6(b). On the other

hand, when two separate pump beams are used, it becomes possible to align the polarizations of two

pumps orthogonal to each other (see Fig. 3.7). This scheme is often used for polarization-independent

operation of a classical parametric amplifier [49, 51]. Because of a spin-conservation requirement for

the four interacting photons, the signal and idler photons must also be orthogonally polarized, although

their individual state of polarizations (SOPs) can be arbitrary [53]. This feature provides a simple way to

realize polarization entanglement automatically. In this section, we investigate the general case in which

two pumps are launched into an optical fiber for creating correlated photon pairs.

3.3.1 Signal and Idler Equations

We assume that the two pumps at frequencies ωl and ωh are launched either along a principal axis of a

birefringent fiber (say, the x axis) for copolarized pumping or along two principal axes for orthogonal

pumping. In the latter case, we assume the low-frequency pump is polarized along the x axis, as shown

in Fig. 3.7. In both cases, the two pumps maintain their SOPs along the fiber. Unlike the case of a

single pump discussed in the last section, the two pumps can interact with each other through the fiber

nonlinearity. From Eq. (2.30), the pump fields, Alx(z) and Ahx(z) [or Ahy(z), depending on pumping

configuration] are found to satisfy

∂Au j

∂ z
= i [k j(ωu)+ γPu + γξq(Ωuv)Pv]Au j, (3.24)

where u 6= v and Ωuv = ωu−ωv. j = q = x for copolarized pumping, but for orthogonal pumping, q = y,

while j = x when u = l but j = y when u = h. Eq. (3.24) can be easily solved to obtain the solution for
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the pump power in the form

Pu(z) =
P0Pu(0)

Pu(0)+Pv(0)exp[gε(Ωuv)P0z]
, (3.25)

where P0 = Pl(z) + Ph(z) is the total input pump power that remains constant along the fiber, and ε

denotes ‖ and ⊥ for copolarized and orthogonal pumping, respectively.

As seen from Eq. (3.25), the two pumps transfer powers between them through stimulated Raman

scattering (SRS). However, in a realistic experiment on photon-pair generation, the pump powers are

maintained at a low level to prevent stimulated contribution. Under such conditions, |gε(Ωhl)P0L| � 1,

and the extent of SRS-induced pump power transfer is small. For an example of copolarized pumping,

SRS only transfers 12% of the high-frequency pump power to the other one even when γP0L has a

relatively large value of 0.5 and the second pump is located at the Raman gain peak (|Ωhl |/2π = 13.2

THz). In most cases, γP0L is smaller and pump frequency spacing is far from being 13.2 THz, resulting

in negligible SRS-induced power transfer between the two pumps. For the case of orthogonal pumping,

such Raman-induced power transfer is even much smaller [28]. Under such conditions, ξq(Ωuv)≈ ξq(0),

and Pu(z)≈ Pu(0). The pump fields then evolve along the fiber as

Au j(z)≈ Au exp{iz[k j(ωu)+ γPu + γξq(0)Pv]}, (3.26)

where Au is the input pump amplitude at ωu.

Energy conservation during non-degenerate FWM requires ωs +ωi = ωl +ωh. From Eq. (2.30), the

two polarization components of the signal wave are found to satisfy the following Heisenberg equation:

∂ Â j(z,ωs)
∂ z

= i[k j(ωs)+ γξ j(Ωsl)Pl + γξq(Ωsh)Ph]Â j(z,ωs)+ iγη j(ωs)AlxAhσ Â†
q(z,ωi)

+ iAlxm̂ jx(z,Ωsl)+ iAhσ m̂ jσ (z,Ωsh), (3.27)

where j,q = x,y, q = j for copolarized pumping and q 6= j for orthogonal pumping. σ denotes the

SOP of the high-frequency pump: σ = x and y for copolarized and orthogonal pumping, respectively.

As before, the idler equation is obtained from Equation (3.27) by interchanging subscripts s and i. In

Eq. (3.27), η j(ωs) ≡ η j(Ωsl)+ η j(Ωsh) for copolarized pumping, where both η j(Ωsl) and η j(Ωsh) are

given by either Eq. (3.4) or (3.5), depending on signal polarization. However, in the orthogonal pumping

configuration, η j(ωs) becomes

ηx(ωs) = 2(1− fR)/3+ fRR̃a(Ωsl)+ fRR̃b(Ωsh)/2, (3.28)

ηy(ωs) = 2(1− fR)/3+ fRR̃a(Ωsh)+ fRR̃b(Ωsl)/2. (3.29)

In the case of orthogonal pumping, it turns out that the FWM process can be decomposed into two

indistinguishable “eigen” processes shown in Fig. 3.7. Equation (3.27) shows that x-polarized signal only
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couples to y-polarized idler and vice versa. Clearly, the two processes shown in Fig. 3.7 are independent

of each other. In both cases of pumping configurations, the linear Equation (3.27) provides an analytic

solution similar to Eq. (3.6). It has the form

Â j(L,ωs) =
[
α j(L,ωs)Â j(0,ωs)+β j(L,ωs)Â†

q(0,ωi)+ N̂l j(L,ωs)+ N̂h j(L,ωs)
]
Φ(L), (3.30)

where q = j for copolarized pumping but q 6= j for orthogonal one. The detailed expressions of the coef-

ficients α j and β j, Φ, and the accumulated noise operators N̂l j and N̂h j are all given in Appendix A and

B for copolarized and orthogonal pumping, respectively. A new feature of the dual-pump configuration

is that the two pumps introduce SpRS independently, as represented by the two noise operators in Eq.

(3.30). In the following subsections, we use Eq. (3.30) to investigate the photon statistics in both copo-

larized and orthogonal pumping configurations. Detailed expressions of photon flux and pair correlation,

including both contributions of spontaneous and stimulated scattering, are given in Appendix A and B.

In the following subsections, we focus on the case when pump powers are low so that spontaneous effect

dominates. To simplify the analysis, we also assume that narrowband signal and idler filters are located

within the phase-matched spectral window such that ω̄s + ω̄i = ωl +ωh.

3.3.2 Photon Flux and Pair Correlation: Copolarized Pumping

One advantage of copolarized pumping is that the phase-matching condition can be satisfied over a broad

spectral range when the two pumps are located on opposite sides of the zero-dispersion wavelength of

the fiber and are separated far apart [50, 53]. This configuration results in a broad frequency range of

available signal/idler photons with a nearly uniform photon-generation efficiency. In the general case

shown in Fig. 3.6, the signal and idler frequencies are sandwiched between the two pumps because the

phase-matching condition is easy to satisfy there. Thus, the signal and idler act simultaneously as the

Stokes for the ωh pump and the anti-Stokes for the ωl pump. This situation leads to a significant effect

on the photon-pair correlation, as discussed next.

Note that in copolarized pumping, the photon pairs can also be created with polarization orthogonal

to the pumps, similar to the single-pump case discussed in the previous section. Comparing Eq. (3.30)

with Eq. (3.6), we note that the two polarization cases are quite similar. As a result, the discussion of

Section 3.2 related to the polarization issues applies to the copolarized dual-pump configuration as well.

In the following, we focus on the photon pairs that are created copolarized with the pumps, and drop the

polarization indices x and y for simplicity of notation.

Consider first the photon flux. In the low-power regime where γP0L� 1, it is given by

Iu = ∆νu[|γηuL|2PlPh +PlL|gR(Ω̄ul)|Nul +PhL|gR(Ω̄uh)|Nuh], (3.31)
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Figure 3.8: Illustration the unbalanced Mach-Zhendre interferometer used for coincidence counting and

for constructing time-bin entanglement. BS: 50-50 beam splitter. M: mirror. P: polarizer. Fs and Fi:

signal and idler filters centering at ω̄s and ω̄i, respectively. Det: photon counting detector.

where ηu = η(Ω̄ul)+η(Ω̄uh), Nuv = N (Ω̄uv), and Ω̄uv = ω̄u−ωv with v = l and h for the two pumps.

Different from the single-pump case, the FWM-created photon flux now depends on the product PlPh

of two pump powers, a quantity that is maximized when the two pumps have equal powers (for a constant

total power). Moreover, both pumps introduce SpRS photons independently. In general, as the signal

and idler have similar frequency relationship with each pump, SpRS generates comparable number of

noise photons for both waves. When the pump-signal frequency detuning is small (below 2 THz), the

two pumps would create similar amounts of SpRS photons for the signal as well as idler. When the

frequency detuning increases, phonon population decreases and the contribution of the high-frequency

pump dominates for both of them. This would increase the accidental coincidence counting and thus

degrade the pair correlation.

The degree of quantum correlation between the signal and idler photons can be obtained in a way

similar to the case of single-pump configuration. Detailed expressions including both spontaneous and

stimulated scattering are given in Appendix A. When the signal and idler are distinguishable with each

other [ω̄s 6= ω̄i, Fig. 3.6(a)], the pair correlation at a low pump level is given by

ρc(τ) = |ϕc(τ)|2PlPh(Y1/Y2), (3.32)

where Y1 and Y2 are defined as

Y1 = [γRe(ηs)]2 +[|gRl |(nl + 1
2 )+ |gRh|(nh + 1

2 )]2, (3.33)

Y2 = [|γηs|2PlPhL+Pl |gRl |nl +Ph|gRh|(nh +1)][|γηs|2PlPhL+Pl |gRh|nh +Ph|gRl |(nl +1)], (3.34)

where gRu = gR(Ω̄su) and nu = n(Ω̄su) with u = l,h. In the absence of SpRS, Eq. (3.32) reduces to a

simple expression, ρc(τ) = |ϕc(τ)|2/(|γηsL|2PlPh). When the two pumps have equal powers, ρc has the

same value as the single-pump configuration for a given total pump power, because ηs = 2 in the absence

of SpRS.
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Figure 3.9: Photon correlation ρc(0) for the degenerate case of Fig. 5 (b) compared with the single-

pump configuration. In all the curves, the pump power is set as PlPh equal to the pump power P2
0 /4 in

single-pump configuration to maintain a same FWM-generated photon rates.

When the signal and idler photons are indistinguishable with each other [ω̄s = ω̄i, Fig. 3.6(b)], coin-

cidence counting can be realized through the experimental setup in Fig. 3.8 by removing the beam splitter

2 and using identical filters for the two detectors [18]. As the two arms are identical, the pair correlation

has a same form of Eq. (3.15). In the case of low pump powers with γP0L � 1, pair correlation is found

to be

ρc(τ) = |ϕs(τ)|2 + |ϕc(τ)|2 PlPh{[γRe(ηs)]2 +[|gR|(2n+1)]2}
[|γηs|2PlPhL+ |gR|(nP0 +Ph)]2

, (3.35)

where gR = gR(Ω̄sl), n = n(Ω̄sl), and we used Ωsl = Ωhs. Comparing Eq. (3.35) with Eq. (3.32), we

find that the second term in Eq. (3.35) provides the cross-correlation between the signal-idler pair. The

first term reflects the self-correlation of signal photons as the thermal nature of spontaneous scattering

enables creating multiple pairs (although the probability is very small) which can go through either arm

and can be detected by either of the two detectors (see Fig. 3.8).

Note that the FWM process in this degenerate configuration [Fig. 3.6(b)] is the reverse process of

one shown in Fig. 3.1(a) [18]. Figure 3.9 compares the pair correlation in these two cases under the

same FWM-generated photon rates by setting PlPh in Eq. (3.35) equal to P2
0 /4 at a total pump level

of γP0L = 0.1. In general, the two configurations exhibit a qualitatively similar behavior, especially at

small frequency detunings (<4 THz) for which two pumps contribute almost equally to SpRS photons,

and at very large frequency detunings (>27 THz) for which SpRS becomes negligible. However, the

situation changes in the intermediate spectral range in which noise photons are dominantly introduced

by the high-frequency pump. When the two pumps have equal powers (thick solid curves), ρc(0) can be
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lower than the single-pump case (thick dotted curve) by 10 to 40% over a frequency range of 5–27 THz.

Even though these two FWM processes are exactly the reverse of each other, they do not exhibit the same

degree of correlation because of different SpRS processes involved. This difference is enhanced at low

pump powers but decreases at high pump power levels for which FWM dominates.

As SpRS is dominated by the high-frequency pump over a quite broad spectral range, photon-pair

correlation would strongly depend on the power imbalance between the two pumps. This is shown

clearly in Fig. 3.9 where FWM-generated photon rate is maintained constant. If Ph is four time larger

than Pl (thin dashed curve), corresponding to a 1.25-times increase in total pump power, correlation

magnitude drops significantly (by 25 to 60%) over most of the detuning range, except in a small region

below 1 THz. In contrast, the correlation can be enhanced by 20 to 100% if the pump powers are flipped

such that Pl = 4Ph (thin solid curve). If we unbalance the pump powers further such that Pl = 16Ph (thin

dotted curves), the correlation can be improved even more (by up to 140% compared with the equal-

pump-power case) for detunings larger than 10 THz. However, it is degraded by a similar factor in the

low-detuning region because of SpRS enhancement induced by an increase in the total pump power.

These results show that the power imbalance between the two pumps may be used to advantage when a

dual-pump configuration is adopted.

3.3.3 Photon Flux and Pair Correlation: Orthogonal Pumping

In this subsection, we look into the case of orthogonal pumping, by which, in principle, it is possible to

automatically generate a polarization-entangled state. However, fiber birefringence usually introduces

different phase-matching conditions for the two eigen processes shown in Fig. 3.7, leading to partial

distinguishability between them and degrading the degree of polarization entanglement. This situation is

quite similar to the birefringence-induced distinguishability in a Type-II χ(2)-based process [47]. Thus,

similar techniques can be used to engineer the indistinguishability [54]. Moreover, unlike nonlinear

crystals, which generally exhibit a high intrinsic birefringence, silica glass is isotropic, and fiber bire-

fringence mainly results from geometrical asymmetry or internal stress. Both of these, in principle, can

be reduced to realize a low-birefringence fiber with a beat length longer than 10 m. As a result, bire-

fringence effects can be mitigated to a negligible level if a high-nonlinearity fiber of length ∼1 m is

employed for photon-pair generation [18, 19]. In the following discussion, we assume that the fiber is

isotropic (no birefringence) and focus on the polarization effects of FWM and SpRS.

Although the two eigen processes have similar FWM efficiencies, they exhibit quite different polarization-

dependent Raman scattering. In the process of Fig. 3.7(a), the signal and idler are copolarized with the

low-frequency and high-frequency pumps, respectively. As a result, the signal is mainly coupled with the
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low-frequency pump, while the idler is mainly coupled with the high-frequency pump. The situation is

reverse in Fig. 3.7(b). Such different Raman couplings are reflected through the polarization-dependent

noise operators in Eq. (3.27) (see Appendix B for the detailed expression).

In general, a polarizer is placed in front of the detector to a select a specific polarization state of the

incoming signal or idler photons. Assuming that the polarizer is aligned at an angle of θu (u = s, i) with

respect to the x-axis of fiber, the optical field falling on the detector is given by

Âu(t,θu) = cosθuÂux(L, t)+ sinθuÂuy(L, t), (3.36)

where Âux(L, t) and Âuy(L, t) are x- and y-polarized signal/idler fields, respectively. As the two eigen

processes shown in Fig. 3.7 are independent of each other, the photon flux is given by

Iu(θu) = Iux cos2
θu + Iuy sin2

θu, (3.37)

where Iu j ≡ 〈Â†
u j(L, t)Âu j(L, t)〉 is the photon flux for the jth polarization component ( j = x,y). Their

general expressions are given in Appendix B. When the pump powers are low enough that γP0L � 1,

they have simple forms as

Iux = ∆νu[|γηuxL|2PlPh +PlL|g‖(Ω̄ul)|Nul +PhL|g⊥(Ω̄uh)|Nuh], (3.38)

Iuy = ∆νu[|γηuyL|2PlPh +PlL|g⊥(Ω̄ul)|Nul +PhL|g‖(Ω̄uh)|Nuh], (3.39)

where ηu j = η j(ω̄u) (u = s, i and j = x,y) is given by Eqs. (3.28) and (3.29). If we compare the preceding

equations with Eq. (3.31), we find that, for the same pump power, the number of FWM-generated photons

is about 1/9 of that in the copolarized-pump case, since ηux and ηuy here are roughly 1/3 of ηu in

Eq. (3.31). Moreover, these two equations show that, because of polarization dependence of Raman

scattering, the two pumps provide different SpRS contributions to the two polarization components of the

signal or idler. In general, SpRS photons are dominated by the copolarized pump, which is roughly half

of the total pump power. Compared with the single-pump copolarized configuration, SpRS is reduced by

a factor of 1/2, but FWM is reduced by 1/9. Clearly, at the same pump level, SpRS has a higher impact

for this scheme than the single-pump one. As a result, pair correlation is expected to be degraded for the

orthogonal-pump configuration.

For arbitrary polarization angles of the signal and idler waves, the pair correlation is found to have

the form

ρc(τ,θs,θi) =
∣∣Pxy(τ)cosθs sinθi +Pyx(τ)sinθs cosθi

∣∣2/Is(θs)Ii(θi), (3.40)

where the quantities Pxy(τ) ≡ 〈Âsx(L, t + τ)Âiy(L, t)〉 and Pyx(τ) ≡ 〈Âsy(L, t + τ)Âix(L, t)〉 are related

to pair correlations in the two configurations shown in Figs. 3.7(a) and 5(b), respectively; they are given
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by (see Appendix B for general expressions)

Pxy(τ) =
√

∆νs∆νiϕc(τ)AlAhL[iγRe(ηsx)−|gal |(nl + 1
2 )−|g⊥h|(nh + 1

2 )], (3.41)

Pyx(τ) =
√

∆νs∆νiϕc(τ)AlAhL[iγRe(ηsy)−|gah|(nh + 1
2 )−|g⊥l |(nl + 1

2 )], (3.42)

where gav = ga(Ω̄sv) and g⊥v = g⊥(Ω̄sv) (v = l,h). If we substitute Eqs. (3.41) and (3.42) into Eq. (3.40)

and use Eqs. (3.38) and (3.39), we can obtain the pair correlation for arbitrary combinations of signal

and idler polarization angles.

In the absence of SpRS, ηsx = ηsy = 2/3 and the preceding equations reduce to

Pxy(τ) = Pyx(τ) = 2i(∆νs∆νi)1/2
ϕc(τ)γAlAhL/3. (3.43)

The two processes in Fig. 3.7 become completely indistinguishable with each other. The pair correlation

in this specific case is given by

ρc(τ,θs,θi) =
9|ϕc(τ)|2 sin2(θs +θi)

4γ2L2PlPh
. (3.44)

It has the maximal value for the two eigen-processes of Fig. 3.7, ρc(τ,0,π/2) = 9|ϕc(τ)|2/(4γ2L2PlPh).

As the biphoton probability of the signal-idler pair is given by Is(θs)Ii(θi)[1+ρc(τ,θs,θi)], it varies with

signal and idler polarization angles periodically. The resulting “fringe pattern” has a visibility of

Vf (τ) =
ρc(τ,0,π/2)

2+ρc(τ,0,π/2)
. (3.45)

Note that Vf (0) is close to 1 when γP0L � 1, indicating that orthogonal-pumped FWM can provide

automatic polarization entanglement.

If the pump frequencies are close to each other, the two eigen-processes in Fig. 3.7 would have almost

the same values of pair correlation since the signal and idler have similar frequency detunings from the

two pumps. The visibility of biphoton probability is still given by Eq. (3.45) except that ρc(τ,0,π/2) is

now provided by the general form of Eq. (3.40). Figure 3.10 compares the pair correlation for Fig. 3.7(a)

(solid curve) with the single-pump configuration of Fig. 3.1(a) (dotted curve). The two pumps are as-

sumed to have equal powers and their total power is three times larger than the single-pump case to

maintain the same FWM efficiency. Clearly, the pair correlation is significantly lower over the whole

spectrum for the orthogonal-pumping configuration than that in the single-pump one because the FWM

efficiency is reduced more compared with SpRS.

The situation is different when the two pumps are separated far apart with the signal and idler sand-

wiched in between. The signal (idler) is anti-Stokes (Stokes) of the low-frequency (high-frequency)

pump with a frequency separation of |Ωsl | in Fig. 3.11(a) but it is the Stokes (anti-Stokes) of the high-

frequency (low-frequency) pump with a different frequency separation of |Ωsh| in Fig. 3.11(b). As a
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Figure 3.10: Comparison of pair correlation ρc(0) in different pumping configurations. The dotted,

solid, and dashed curves show the cases of Fig. 3.1(a), Fig. 3.7(a), and Fig. 3.11(c), respectively. In the

case of Fig. 3.11(c), frequency detuning means the pump frequency spacing. The inset shows the pair

correlation for the two eigen-processes of Fig. 3.11(a) and (b) with a fixed pump spacing of 1 THz at the

same pump level.

result, the x-polarized signal/idler has fewer SpRS photons than the y-polarized one, leading to quite

different pair correlations in the two processes of Fig. 3.11(a) and (b). The inset of Fig. 3.10 shows

an example with a pump spacing of 1 THz. Clearly, photon pair correlation is strongly polarization

dependent. This polarization dependence increases with increased pump spacing.

Such polarization dependence vanishes when the signal and idler frequencies are identically located

at the pump center (ω̄s = ω̄i) [Fig. 9 (c)]. In this case, photon self-correlation would generally contribute

to coincidence counting, similar to the copolarized dual-pump case discussed in the last subsection.

Equation (3.40) then changes to be

ρ
′
c(τ,θs,θi) = ρc(τ,θs,θi)+

|ϕs(τ)|2

Is(θs)Is(θi)

∣∣Isx cosθs cosθi + Isy sinθs sinθi
∣∣2 , (3.46)

where ρc is given by Eq. (3.40). In general, the magnitude of the self-correlation term is less than 1. It is

interesting to note that self-correlation vanishes for the two eigen-processes with θs = 0 and θi = π/2, or

θs = π/2 and θi = 0, since the two polarizers are orthogonal to each other. The dashed curve of Fig. 3.10

shows this case, which is close to the case of Fig. 3.7. A slight lower value of correlation is because of

SpRS enhanced by the high-frequency pump, similar to the case of copolarized pumping.
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Figure 3.11: Illustration of the frequency and polarization relationship among the four waves in the

orthogonal pumping configuration when the two pumps are separated far apart.

3.4 Impact on Quantum Entanglement

The degradation of photon correlation induced by SpRS would directly impact specific quantum entan-

glement constructed from the created photon pairs. Here we consider two typical examples and study

how SpRS affects the energy-time and polarization entanglement.

3.4.1 Energy-Time Entanglement

The energy-time entanglement [3] can be realized with an unbalanced Mach-Zehnder interferometer

[55]-[57] shown in Fig. 5 with an inserted beam splitter 2, when the relative time delay in the two arms

is made much larger than the coherence time of signal and idler photons but much shorter than the pump

coherence time (to prevent first-order interference) [58]. The equal-time biphoton probability between

the two outputs, p12 ≡ 〈Â†
1(t)Â

†
2(t)Â2(t)Â1(t)〉, is found to be

p12 =
IsIi

4

{
1+

1
2

ρc(0)[1− cos(2ωpτ0 +2φ0)]
}

, (3.47)

where τ0 and φ0 are time and phase delay between the two arms, and the subscripts 1 and 2 denote

the two output ports of the Mach-Zehnder interferometer. The fringe visibility of two-photon quantum

interference is given by Vf = ρc(0)/[2+ρc(0)]. Quantum entanglement requires ρc(0)� 2 so that it can

be clearly distinguished from the classical visibility of 50% [59, 60]. A higher value of pair correlation

translates into a higher degree of entanglement. Any reduction in correlation induced by SpRS would

directly deteriorate the degree of entanglement. For example, the typical correlation value obtained

experimentally of 10 would result in a fringe visibility of only 83%.
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3.4.2 Polarization Entanglement

A polarization-entangled state can be constructed either by degenerate FWM with specific techniques,

or automatically generated by non-degenerate FWM with orthogonal pumping. The degree of quantum

entanglement can be tested by the extent of its violation to the Clauser-Horne-Shimony-Holt (CHSH)

inequality |S(τ)| ≤ 2, where the CHSH parameter S(τ) is given by [61, 62]

S(τ) = E(τ,θs,θi)−E(τ,θs,θ
′
i )+E(τ,θ ′s,θi)+E(τ,θ ′s,θ

′
i ), (3.48)

and E(τ,θs,θi) is a correlation function defined as E(τ,θs,θi) = E−(τ)/E+(τ), where E±(τ) ≡ 〈T :

Îs±(t + τ)Îi±(t) :〉, :: denotes normal ordering, and T denotes time ordering. Îu±(t) is the sum and

differential photon-flux operator for two orthogonal polarization angles of θu (u = s, i) and θu⊥ = θu +

π/2. It is defined as

Îu±(t)≡ Â†
u(t,θu)Âu(t,θu)± Â†

u(t,θu⊥)Âu(t,θu⊥), (3.49)

where Âu(t,θu) and Âu(t,θu⊥) are given by Eq. (3.36) with polarization angle θu and θu⊥, respectively.

It is easy to show that Îu+(t) is invariant with the polarization angle because it represents the total photon

flux.

In practice, the CHSH parameter requires sixteen measurement of coincidence counting between sig-

nal and idler at polarization angles of θs, θ ′s , θi, θ ′i , and their orthogonal angles [5]. Although Eq. (3.48)

looks complicated, it turns out that the CHSH parameter can be written in a compact form in a circular-

polarization basis as

S(τ) =
1

E+(τ)
[Γ1(τ)Θ1 +Γ2(τ)Θ2 + c.c.] , (3.50)

where c.c. denotes complex conjugate, and Γ1(τ) and Γ2(τ) are given by

Γ1(τ) = 〈Â†
i↑(t)Â

†
s↑(t + τ)Âs↓(t + τ)Âi↓(t)〉, (3.51)

Γ2(τ) = 〈Â†
i↓(t)Â

†
s↑(t + τ)Âs↓(t + τ)Âi↑(t)〉. (3.52)

Âu↑ and Âu↓ (u = s, i) denotes the field operators for left- (spin-up) and right-circular (spin-down) polar-

izations, respectively, related to linear polarization as Âu↑ = (Âux + iÂuy)/
√

2 and Âu↓ = (Âux− iÂuy)/
√

2.

In Eq. (3.50), the two scalar factors Θ1 and Θ2 are related to the relative polarization angles as

Θ1 = e2i(θs+θi)− e2i(θs+θ ′i ) + e2i(θ ′s+θi) + e2i(θ ′s+θ ′i ), (3.53)

Θ2 = e2i(θs−θi)− e2i(θs−θ ′i ) + e2i(θ ′s−θi) + e2i(θ ′s−θ ′i ). (3.54)

In the following, we use Eqs. (3.50)-(3.54) to find S(τ) for the polarization-entangled states con-

structed from different FWM processes, and use it to discuss the impact of SpRS.
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Degenerate FWM

Although each photon pair created by degenerate FWM is copolarized, a polarization-entangled state can

be constructed by employing a time-multiplexing technique [22] or a polarization-diversity loop [21].

The pump is split into two parts of equal powers with orthogonal polarizations, each part generating

independent photon pairs with half probability. After combining them together and erasing the time or

path information between them, a polarization-entangled state is constructed.

For such polarization-entangled states constructed from degenerate FWM, we are able to find (see

Appendix C) that the CHSH parameter with the maximal magnitude, Sm(τ), takes a simple form of

Sm(τ) =
2
√

2ρc(τ)
2+ρc(τ)

. (3.55)

This equation shows that violation of the CHSH inequality requires the pair correlation to be ρc(τ) >

2/(
√

2−1) ≈ 4.8. If the photon pair generation is dominated by FWM with ρc(0)� 5, Sm(0)→ 2
√

2

shows a clear violation of CHSH inequality. A typical experimental value of ρc(0) = 10 corresponds to

Sm(0) = 2.36. Same conclusions apply to the case of copolarized dual pumping, as the two cases are

quite similar. In the case of Fig. 3.6(b), photon self-correlation would contribute to coincidence counting

and ρc(τ) in Eq. (3.55) should be given by Eq. (3.35).

In general, the pump not only creates correlated copolarized signal-idler pairs, but also generates

extra orthogonally polarized noise background through anisotropic Raman scattering. If such orthog-

onally polarized noise is not filtered out, it would contribute to photon fluxes of signal and idler and

introduce extra accidental coincidence counting. In this case, (3.55) is still valid if ρc(τ) is given as the

realistic ratio between the true coincidence counting and accidental one. It is interesting to note that the

polarization diversity loop can automatically remove such orthogonally polarized noise background.

Non-Degenerate FWM with Orthogonal Pumping

In the case of orthogonal pumping, when the signal and idler are distinguishable (ω̄s 6= ω̄i), the maximum

CHSH parameter is found to be (see Appendix C)

Sm(τ) =

√
2
[
|Pxy(τ)+Pyx(τ)|2− (Isx− Isy)(Iix− Iiy)

]
(Isx + Isy)(Iix + Iiy)+ |Pxy(τ)|2 + |Pyx(τ)|2

. (3.56)

As the magnitudes of Pxy(τ) and Pyx(τ) are directly related to the magnitude of pair correlation, a

higher correlation value implies a larger value of |Sm(τ)|. In the absence of SpRS, Eq. (3.56) reduces

to Eq. (3.55) where ρc(τ) = ρc(τ,0,π/2) = 9|ϕc(τ)|2/(4γ2L2PlPh). Clearly, |Sm(τ)| → 2
√

2 when

γL
√

PlPh � 1. In the orthogonal pumping configuration, pure FWM-generated photon pairs at low

power level exhibit a high degree of polarization entanglement.
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SpRS reduces the magnitude of Px and Py and increases the accidental counting rate indicated by

the first term in the denominator of Eq. (3.56), and thus reduces the magnitude of |Sm(τ)|. In particular,

when the two pump frequencies are close to each other, the two processes of Fig. 3.7 experience similar

SpRS and Eq. (3.56) also reduces to Eq. (3.55) except that ρc(τ) = ρc(τ,0,π/2) is now provided by the

general form of Eq. (3.40).

When the signal and idler are identical with each other [ω̄s = ω̄i, Fig. 3.11(c)], photon self-correlation

starts to involve because the polarization-angle settings for coincidence counting are generally not or-

thogonal to each other. In this case, the CHSH parameter is found to be (see Appendix C)

Sm(τ) =

√
2
[
4IsxIsyρc(τ)− (Isx− Isy)2(1+ |ϕs(τ)|2)

]
(Isx + Isy)2 + |ϕs(τ)|2(I2

sx + I2
sy)+2IsxIsyρc(τ)

, (3.57)

where ρc(τ) = ρc(τ,0,π/2) is given by Eq. (3.40). For a pure FWM process without SpRS, indistin-

guishability between the two eigen-processes reduces Eq. (3.57) to a simple form of

Sm(τ) =
2
√

2ρc(τ)
2+ |ϕs(τ)|2 +ρc(τ)

, (3.58)

where ρc(τ)= 9|ϕc(τ)|2/(4γ2L2PlPh). The involvement of photon self-correlation is the result of collinear

nature of FWM in optical fibers. Equations (3.57) and (3.58) show that, unlike the reverse degenerate

FWM discussed previously, photon self-correlation would increases the requirement of pair-correlation

for violation of CHSH inequality. For example, Eq. (3.58) shows that |Sm(0)|> 2 requires ρc(0) > 7.2.

Moreover, Eq. (3.57) shows that polarization-dependent SpRS introduces difference noise photons to the

x- and y-polarized signal and thus degrade the magnitude of Sm(τ) even more. However, if the generated

photon pairs have high quality with large pair correlation, photon self-correlation would have negligible

effect in testing CHSH inequality.

Figure 3.12 compares Sm(0) in different pumping configurations, at a same level of FWM-generated

photon flux. In general, the single-pump configuration has a larger Sm(0) value, indicating a better

polarization entanglement. In particular, orthogonally polarized FWM in the single-pump configuration

exhibits a Sm(0) values close to the maximum value of 2
√

2 over most region of frequency detuning. In

the copolarized FWM, SpRS significantly degrades the value of Sm(0) over a broad spectrum from 2−15

THz. In the dual-pump configuration, polarization entanglement can only be realized with a frequency

detuning either very small (< 1 THz) or very large (> 16 THz). SpRS has most severe effect in the

orthogonal pumping configuration with the two pumps separated apart.
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Figure 3.12: Comparison of CHSH parameter in different pumping configurations at a pump level of

γP0L = 0.1. The two pumps have an equal power in the dual pump cases. The total pump power is

increased by three times in the orthogonal pumping configurations to maintain nearly same amount of

FWM-generated photon flux. (a) Fig. 3.1(b); (b) Fig. 3.1(a); (c) Fig. 3.6(b); (d) Fig. 3.10 (a) and (b); (e)

Fig. 3.11(c). In the cases of (a), (b), (c), the orthogonally polarized noise background is assumed to be

removed, say, by use of a polarization diversity loop.

3.5 Summary

FWM occurring inside optical fibers provides a natural way to generate correlated photon pairs in a

single spatial mode. However, in practice, the performance of fiber-based photon-pair sources is severely

deteriorated by SpRS that accompanies FWM inevitably. In this chapter, we have developed a general

quantum theory capable of describing photon statistics under the combined effects of FWM and Raman

scattering inside optical fibers. Since our theory is vectorial in nature and includes all polarization effects,

it can be used for a wide variety of pumping configurations.

We have applied our general formalism to several different pumping configurations. When a single

pump beam is launched into a birefringent fiber, it is possible to satisfy the FWM phase-matching con-

dition such that the the signal and idler photons are polarized either parallel or orthogonal to the pump.

Our results show that, under conditions in which frequency of the signal or idler photons lies close to

the Raman gain peak, the orthogonal configuration can improve the magnitude of pair correlation. The

reason for then improvement is related to the fact that Raman gain almost vanishes for an orthogonally

polarized pump. Although the FWM efficiency is also reduced by a factor of three in this configuration,

one can maintain nearly the same photon flux by increasing the pump power by a factor of three.
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In the case of a dual-pump configuration, the two pumps may be polarized parallel or orthogonal to

each other. When two pumps are copolarized, it is possible to create photon pairs that are indistinguish-

able on the basis of their frequencies. This is desirable for some applications. Our results show that the

quality of correlated photon pairs can be improved by using two pumps with different powers such that

the lower-frequency pump has a larger power. The case of two orthogonally polarized pumps leads to

a situation in which the signal and idler photons generated through FWM are also orthogonally polar-

ized. However, each photon pair can be generated through two eigen processes in which signal photons

are copolarized either with the low-frequency pump or with the high-frequency pump. Because the two

processes can occur simultaneously, this configurations makes it possible to create photon pairs that are

polarization entangled. The extent of quantum correlation is however reduced in this configuration when

compared with the case of a single pump.

Our analysis shows that SpRS remains a serious degradation source for correlated photon-pair gener-

ation inside optical fibers over a broad spectral range. Although some techniques, such as using specific

polarization configuration or cooling the fiber, can mitigate the impact of SpRS, it cannot be elimi-

nated completely. Another approach for creating high-quality photon pairs would be to search for new

materials which have a high nonlinearity, are free from Raman scattering, and are easy for waveguide

fabrication. It turns out that silicon is such a kind of material. Detailed discussion is beyond the scope of

this thesis and can be found elsewhere [63].

Appendix A

In the field solution of copolarized dual-pump configuration in Eq. (3.30), the coefficient α j and β j

( j = x,y) are given by Eqs. (3.7) and (3.8) except that A2
p and η j in Eq. (3.8) are replaced with AlAh and

η j(ωs)≡ η j(Ωsl)+η j(Ωsh), respectively. The other quantities are defined as

g2
j = (γη j)2PlPh− (κ j/2)2, (A3.1)

κ j = k j(ωs)+ k j(ωi)− kx(ωl)− kx(ωh)+ γP0[ξ j(Ωsl)+ξ j(Ωsh)−3], (A3.2)

K j = {k j(ωs)− k j(ωi)+ γ(Pl −Ph)[ξ j(Ωsl)−ξ j(Ωsh)]}/2, (A3.3)

Φ(L) = exp{i[kx(ωl)+ kx(ωh)+3γP0]L/2}. (A3.4)

The two noise operators in Eq. (3.30) are given by

N̂u j(L,ωs) = i
∫ L

0
m̂ jx(z,Ωsu) fu j(z,ωs)ei∆uvzdz, (A3.5)
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where ∆uv = [kx(ωu)− kx(ωv)+ γ(Pv−Pu)]/2 with u,v = l,h (v 6= u), and

fu j(z,ωs) = Auα j(L− z,ωs)−A∗vβ j(L− z,ωs). (A3.6)

Equations (3.30), (A3.1)-(A3.5) can be used to find the following general expression of photon flux:

Iu =
1

2π

∫ +∞

−∞

|Hu|2[|βu|2 +N (Ωul)|gR(Ωul)|Fl(ωu)+N (Ωuh)|gR(Ωuh)|Fh(ωu)]dωu, (A3.7)

where u = s or i for signal and idler photons. The quantity Fv(ω)≡
∫ L

0 | fv(z,ω)|2dz (v = l,h) describes

the magnitude of amplified SpRS; its analytical expression can be obtained from Eq. (A3.6).

The degree of quantum correlation between the signal and idler photons is obtained from Eqs. (3.30)

and (A3.1)-(A3.5) using the definition given in Eq. (3.18). When the signal and idler are distinguishable

with each other [ω̄s 6= ω̄i, Fig. 3.6(a)], the correlation is given by:

ρc(τ) =
1

(2π)2IsIi

∣∣∣∫ ∞

−∞

H (ωs)[αiβs−N (Ωsl)|gR(Ωsl)|Fl(ωs)

− N (Ωsh)|gR(Ωsh)|Fh(ωs)]e−iωsτ dωs

∣∣∣2, (A3.8)

where Fu(ωs) =
∫ L

0 fu(z,ωs) fv(z,ωi)dz with u, v = l or h (u 6= v) and ωi = ωl + ωh−ωs; its analytical

form can be obtained from Eq. (A3.6).

When the signal and idler photons are indistinguishable on the basis of their frequencies [ω̄s = ω̄i,

Fig. 3.6(b)], the pair correlation for the experimental configuration in Fig. 3.8 can be obtained by use of

the definition in Eq. (3.15). Its general form is given by

ρc(τ) =
I−2
s

(2π)2

∣∣∣∫ ∞

−∞

H (ωs)[αiβs−N (Ωsl)|gR(Ωsl)|Fl(ωs)

− N (Ωsh)|gR(Ωsh)|Fh(ωs)]e−iωsτ dωs

∣∣∣2,
+

I−2
s

(2π)2

∣∣∣∫ ∞

−∞

|Hs|2[|βs|2 +N (Ωsl)|gR(Ωsl)|Fl(ωs)

+ N (Ωsh)|gR(Ωsh)|Fh(ωs)]e−iωsτ dωs

∣∣∣2, (A3.9)

where the first term in Eq. (A3.9) is close to Eq. (A3.8) and provides the cross-correlation between the

signal-idler pair. The second term is very similar to Eq. (3.16), and it reflects the self-correlation of signal

photons.

Appendix B

In the case of orthogonal pumping, the coefficients α j and β j ( j = x,y) in Eq. (3.30) are still given by

Eqs. (3.7) and (3.8) except that A2
p is replaced by AlAh and η j is used from Eqs. (3.28) and (3.29). The
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parametric gain coefficient is found to have the form of Eq. (A3.1) but the other parameters are given by

κ j = k j(ωs)+ kq(ωi)− kx(ωl)− ky(ωh)+ γP0[ξ j(Ωsl)+ξq(Ωsh)−ξy(0)−1]. (B3.10)

K j = 1
2{k j(ωs)− kq(ωi)+ γ(Pl −Ph)[ξ j(Ωsl)−ξq(Ωsh)]}. (B3.11)

Φ(L) = exp{ i
2 L{kx(ωl)+ ky(ωh)+ γP0[1+ξy(0)]}}. (B3.12)

The accumulated noise operators in Eq. (3.30) are found to be

N̂l j(L,ωs) = i
∫ L

0
{Alα j(L− z,ωs)m̂ jx(z,Ωsl)−A∗hβ j(L− z,ωs)m̂qy(z,Ωsl)}ei∆zdz, (B3.13)

N̂h j(L,ωs) = i
∫ L

0
{Ahα j(L− z,ωs)m̂ jy(z,Ωsh)−A∗l β j(L− z,ωs)m̂qx(z,Ωsh)}e−i∆zdz, (B3.14)

where ∆ is given by

∆ = 1
2{kx(ωl)− ky(ωh)+ γ(Pl −Ph)[1−ξy(0)]}. (B3.15)

By use of Eqs. (3.30), (B3.13), and (B3.14), the photon flux Iu j for the jth polarization component is

found to have the following general expressions:

Iux =
1

2π

∫
∞

−∞

dωu|Hu|2{|βux|2 +N (Ωuh)|g⊥(Ωuh)|Fhx(ωu)

+ N (Ωul)[|ga(Ωul)|Flx(ωu)+ |gb(Ωul)|F ′
lx(ωu)]}, (B3.16)

Iuy =
1

2π

∫
∞

−∞

dωu|Hu|2{|βuy|2 +N (Ωul)|g⊥(Ωul)|Fly(ωu)

+ N (Ωuh)[|ga(Ωuh)|Fhy(ωu)+ |gb(Ωuh)|F ′
hy(ωu)]}, (B3.17)

where Fu j(ω) =
∫ L

0 | fu j(z,ω)|2dz, fu j is given by Eq. (A3.6), and F ′
u j is defined as

F ′
u j(ω) =

∫ L

0
[Pu|α j(z,ω)|2 +Pv|β j(z,ω)|2]dz, (B3.18)

with j = x,y and u,v = l,h but v 6= u.

Similarly, Pxy and Pyx(τ) in Eq. (3.40) are given by

Pxy(τ) =
1

2π

∫
∞

−∞

H (ωs){αiyβsx−N (Ωsh)|g⊥(Ωsh)|Fhx(ωs)

− N (Ωsl)[|ga(Ωsl)|Flx(ωs)+ |gb(Ωsl)|Flx(ωs)]}e−iωsτ dωs, (B3.19)

Pyx(τ) =
1

2π

∫
∞

−∞

H (ωs){αixβsy−N (Ωsl)|g⊥(Ωsl)|Fly(ωs)

− N (Ωsh)[|ga(Ωsh)|Fhy(ωs)+ |gb(Ωsh)|Fhy(ωs)]}e−iωsτ dωs, (B3.20)

where Fu j(ωs) =
∫ L

0 fu j(z,ωs) fvq(z,ωi)dz with ωi = ωl +ωh−ωs, and Fu j(ωs) is defined as

Fu j(ωs) = −
∫ L

0
dz[Puα j(z,ωs)βq(z,ωi)+Pvβ j(z,ωs)αq(z,ωi)], (B3.21)

where u,v = l,h with v 6= u and j,q = x,y with q 6= j.
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Appendix C

In this appendix, we provide the derivation of the CHSH parameter [61, 62] for polarization-entangled

states constructed using some typical FWM processes inside fibers.

Degenerate FWM: single pump configuration

In the degenerate FWM discussed in Section 3, a time-multiplexing technique [22] or a polarization

diversity loop [21] can be used to construct a polarization-entangled state. In this approach, the signal

photon is coupled to the copolarized idler but the two processes at different polarizations are independent

of each other.

By using Eqs. (3.6)-(3.9), we find that Γ1, Γ2, and E+(τ) become

Γ1(τ) =
1
4
[
(Isx− Isy)(Iix− Iiy)+ |Pxx(τ)−Pyy(τ)|2

]
, (C3.22)

Γ2(τ) =
1
4
[
(Isx− Isy)(Iix− Iiy)+ |Pxx(τ)+Pyy(τ)|2

]
, (C3.23)

E+(τ) = (Isx + Isy)(Iix + Iiy)+ |Pxx(τ)|2 + |Pyy(τ)|2, (C3.24)

where Pqq(τ) ≡ 〈Âsq(t + τ)Âiq(t)〉 (q = x,y) is related to the signal-idler pair correlation, as discussed

in Section 3.

In general, birefringent components are used to constructed four EPR-Bell states [5, 22]. Here we

consider one of them, assuming that the two FWM paths have an identical phase. As the two FWM paths

are nearly identical to each other, Γ1(τ)≈ 0. It is easy to show that the magnitude of S(τ) is maximized

by setting, for example, θs = π/8, θ ′s =−π/8, θi = 0, θ ′i =−π/4, resulting in

Sm(τ) =
4
√

2Γ2(τ)
E+(τ)

=

√
2[(Isx− Isy)(Iix− Iiy)+ |Pxx(τ)+Pyy(τ)|2]

(Isx + Isy)(Iix + Iiy)+ |Pxx(τ)|2 + |Pyy(τ)|2
. (C3.25)

In the optimal case, the pump power is split equally to create equal probability of signal-idler pairs. In

this case, Iux = Iuy, Pxx(τ) = Pyy(τ), and Eq. (C3.25) reduces to the simple form of Eq. (3.55).

Eqs. (C3.25) and (3.55) are still valid even when orthogonally polarized noise background is present.

In this case, the photon fluxes Iuq in Eq. (C3.25) should include such contribution. Hence, ρc(τ) in Eq.

(3.55) should be given as the realistic ratio between the true coincidence counting and accidental one.

Non-degenerate FWM: copolarized pumping

The situation is quite similar in the case of copolarized pumping shown in Fig. 3.6. If the signal and idler

are identical to each other [ω̄s = ω̄i, Fig. 3.6(b)], photon self-correlation would contribute to coincidence
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counting measurement. However, it turns out that the CHSH parameter with the maximum magnitude is

still given by Sm(τ) = 4
√

2Γ2(τ)/E+(τ), except that Γ2 and E+(τ) now become

Γ2(τ) =
1
4
[
(Isx− Isy)2 + |Pxx(τ)+Pyy(τ)|2 + |P ′

xx(τ)+P ′
yy(τ)|2

]
, (C3.26)

E+(τ) = (Isx + Isy)2 + |Pxx(τ)|2 + |Pyy(τ)|2 + |P ′
xx(τ)|2 + |P ′

yy(τ)|2, (C3.27)

where P ′
qq(τ)≡ 〈Â†

sq(L, t +τ)Âsq(L, t)〉 (q = x,y) is related to the self-correlation of the x-polarized and

y-polarized signal photons, respectively. In the optimal case when the pump power is equally split in

two polarizations, Sm(τ) is still given by the simple form of Eq. (3.55) but where ρc(τ) is now given by

Eq. (3.35).

Non-degenerate FWM: orthogonal pumping

In the case of orthogonal pumping shown in Figs. 3.7 and 3.11, the x-polarized signal is coupled to the

y-polarized idler, and vice versa. The two eigen processes are independent of each other.

When the signal and idler are distinguishable from each other (ω̄s 6= ω̄i), by use of Eqs. (3.30),

(B3.13), and (B3.14), we can find that Γ1(τ), Γ2(τ), and E+(τ) are given by

Γ1(τ) =
1
4
[
(Isx− Isy)(Iix− Iiy)−|Pxy(τ)+Pyx(τ)|2

]
, (C3.28)

Γ2(τ) =
1
4
[
(Isx− Isy)(Iix− Iiy)−|Pxy(τ)−Pyx(τ)|2

]
, (C3.29)

E+(τ) = (Isx + Isy)(Iix + Iiy)+ |Pxy(τ)|2 + |Pyx(τ)|2. (C3.30)

Note that Pxy(τ) and Pyx(τ) are now given by Eqs. (B3.19) and (B3.20) [or by Eqs. (3.41) and (3.42)

at low pump power levels], respectively. As the two eigen-processes are nearly identical to each other,

Γ2(τ) ≈ 0. It is easy to show that the magnitude of the CHSH parameter is maximized by setting, for

example, θs = π/8, θ ′s =−π/8, θi = π/2, θ ′i = 3π/4, resulting in

Sm(τ) =
−4
√

2Γ1(τ)
E+(τ)

. (C3.31)

By use of Eqs. (C3.30) and (C3.28), we find Eq. (C3.31) becomes Eq. (3.56).

If the signal and idler are identical (ω̄s = ω̄i) [Fig. 3.11(c)], self-correlation would contribute to

coincidence counting. Sm(τ) is still given by Eq. (C3.31) under the same angle setting, but Γ1(τ) and

E+(τ) are now modified to be

Γ1(τ) =
1
4
[
(Isx− Isy)2−|Pxy(τ)+Pyx(τ)|2 + |P ′

xx(τ)−P ′
yy(τ)|2

]
, (C3.32)

E+(τ) = (Isx + Isy)2 + |Pxy(τ)|2 + |Pyx(τ)|2 + |P ′
xx(τ)|2 + |P ′

yy(τ)|2. (C3.33)
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If narrowband filters are used for the signal, Eqs. (C3.32) and (C3.33) reduce to

Γ1(τ) =
1
4
[
(Isx− Isy)2(1+ |ϕs(τ)|2)−|Pxy(τ)+Pyx(τ)|2

]
, (C3.34)

E+(τ) = (Isx + Isy)2 + |ϕs(τ)|2(I2
sx + I2

sy)+ |Pxy(τ)|2 + |Pyx(τ)|2, (C3.35)

where ϕs(τ) is given by Eq. (3.17). Because of the symmetry of the two eigen processes, their pair

correlations are same and Eq. (C3.31) reduces to Eq. (3.57).
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4 Four-Wave Mixing in Dual-Pump

Configuration: Quantum Noise and

Polarization Dependence

In this chapter, we use the general theory presented in Chapter 2 to investigate the quantum noise prop-

erties and intrinsic polarization-dependent gain in dual-pump fiber-optic parametric amplifiers (FOPAs).

In this case, the situation becomes much more complicated compared with last chapter, because high

pump powers, required for a large gain and high conversion efficiency, simultaneously excite multiple

FWM processes, including degenerate and non-degenerate ones, which couple with each other. Here we

develop a complete vector theory which fully incorporates the contributions of both the spontaneous and

stimulated Raman scattering. We show that Raman scattering adds considerably to the noise figure of

dual-pump parametric amplifiers [1].

We provide a simple physical picture to explain the polarization properties of complicated FWM pro-

cess [2]. We also show that, contrary to a common belief, the orthogonal-pumping configuration exhibits

polarization-dependent gain (PDG) because of the contribution of Raman scattering to the underlying

four-wave mixing (FWM) process [3]. We also extend the theory to describe the quantum noise in such

orthogonal pumping configuration and show that the amplified spontaneous emission (ASE) becomes

polarization dependent.

This work is done in collaboration with Fatih Yaman in Prof. Agrawal’s group.

4.1 Introduction

Modern fiber-optic parametric amplifiers (FOPAs) employ four-wave mixing (FWM) inside highly non-

linear fibers (HNLF) or microstructured fibers and are useful for applications such as signal amplification,

wavelength conversion, and ultrafast signal processing [4]. Dual-pump FOPAs are often preferred as they
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provide more flexibility through individual control of pumps [5, 6]. It is believed that phase-insensitive

FOPAs can operate close to the 3-dB quantum-noise limit [7]. However, dual-pump FOPAs involve

multiple FWM processes [8], whose presence can degrade the FOPA performance. Moreover, the third-

order fiber nonlinearity contains Raman contribution with a retarded molecular response, which involves

thermal phonons and is likely to introduce additional noise [9, 10]. Because of the inherent complexity

of the problem, the fundamental quantum-noise limit of dual-pump FOPAs still remains unknown. In

Section 3 of this chapter, we develop a complete theory to investigate this aspect and show that the noise

figure of dual-pump FOPAs not only oscillates with signal wavelength, but it also exhibits a noise floor

far above the 3-dB quantum limit. Such a noise floor exists for any separation of pump wavelengths.

The polarization-independent operation is essential for practical FOPAs to ensure that the same per-

formance is realized for signals with any input state of polarization (SOP). It is commonly accepted that

the non-degenerate FWM process implemented with two orthogonal linearly polarized pumps is intrin-

sically polarization independent and it can provide a relatively uniform gain over a broad bandwidth

[2],[11]-[14]. Polarization-dependent gain (PDG) observed experimentally [14, 15] in such a configu-

ration is attributed to the impact of fiber birefringence [16, 17]. The absence of PDG for orthogonally

polarized pumps holds when the underlying FWM results from the instantaneous electronic response.

However, the third-order nonlinear response of optical fibers also depends on the retarded molecular re-

sponse. Because of the latter, the FWM process is inevitably accompanied with Raman scattering [18]

that is known to exhibit a strong polarization dependence [19]. In Section 4 of this chapter, we develop

a vector theory of FWM that includes the Raman contribution and show that the orthogonally polarized

pumping configuration exhibits considerable PDG because of retarded Raman response.

Although orthogonal pumping configuration is widely used, little is known about the noise properties

of such a pumping configuration. In Section 5 of this chapter, we extend the theory to find the ASE

and associated noise figure (NF) for this configuration, and show that the NF is strongly polarization

dependent because of polarization-dependent SRS.

4.2 General Theory

Dual-pump FOPAs operate such that multiple FWM interactions among the four sidebands shown in

Fig. 4.1 occur simultaneously [5]. More specifically, if ωl and ωh are frequencies of the two pumps and

ω1 is the signal frequency, three idlers are generated through the frequency combinations ωl + ωh →

ω1 +ω2, 2ωl → ω1 +ω3, 2ωh → ω2 +ω4, ωl +ω2 → ωh +ω3, and ωh +ω1 → ωl +ω4. In our analysis,

we include all six fields but assume that they are in the form of CW waves. Substituting the total field,

Â = ∑ j Â j exp[−i(ω j−ω0)τ], into Eq. (2.32), decomposing it into different frequency components, we
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Figure 4.1: Illustration of the frequency relationship among the two pumps and the four sidebands. ωh

and ωl are the pump frequencies and ω1 to ω4 are those of four sidebands.

can obtain evolution equations for each wave. In general, the two pumps are much more intense than the

four sidebands. As a result, they can be treated classically and assumed to be non-depleted. The pump

equation is given by:

dAl

dz
= i

↔
kl ·Al + i

γ

3
(2+ fR)P0Al + iγηlh(2)(A∗

h ·Al)Ah

+i
γ fE

3
[A∗

l (Al ·Al)+2A∗
h(Al ·Ah)], (4.1)

where η jk(n) = n fE/3 + fRR̃a(ω j −ωk) and P0 = |Al |2 + |Ah|2 is the total pump power. The tensor
↔
kl

is the propagation vector related to a Fourier component of χ
(1)
i j , which may include birefringence at the

pump frequency ωl . The equation for Ah can be obtained from Eq. (4.1) by exchanging the subscripts l

and h. It is easy to show from Eq. (4.1) that the total pump power remains constant along the fiber. Fiber

losses are neglected since short fibers (∼1 km) are generally used for making FOPAs.

The four sidebands are treated quantum mechanically to include the effects of vacuum fluctuations.

The wave at ω1 is found to satisfy

dÂ1

dz
= i

↔
k1 · Â1 + i

γ

3
(2+ fR)P0Â1 + iγη1l(2)(A∗

l ·A1)Âl + iγη1h(2)(A∗
h · Â1)Ah

+i
2γ fE

3
[A∗

l (Al · Â1)+A∗
h(Ah · Â1)]+ iγηl2(2)(Â†

2 ·Al)Ah + iγηh2(2)(Â†
2 ·Ah)Al

+i
2γ fE

3
Â†

2(Al ·Ah)+ iγηl3(2)(Â†
3 ·Al)Al + i

γ fE

3
Â†

3(Al ·Al)+ iγηlh(2)(A∗
h ·Al)Â4

+iγη4h(2)(A∗
h · Â4)Al + i

2γ fE

3
A∗

h(Al · Â4)+ im̂1lAl + im̂1hAh, (4.2)

where m̂ jk = m̂(z,ω j−ωk) is the noise operator for a specific phonon mode of frequency |ω j−ωk| related

to a Fourier component of the noise operator m̂(z,τ). It satisfies the commutation relation [9, 20] of

[m̂(z1,Ω j), m̂†(z2,Ωk)] = gR(Ω j)δ jkδ (z1− z2), where gR(Ω j)≡ 2γ fRIm[R̃a(Ω j)] is the Raman gain/loss

coefficient at Ω j. At the thermal equilibrium with a fiber temperature of T , the phonon mode at |Ω j|

has a population of nth
j = [exp(h̄|Ω j|/kBT )− 1]−1. Note that we have dropped in Eqs. (4.1) and (4.2)

the anisotropic part of Raman scattering because of its negligible magnitude [19].
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In Eq. (4.2), the fields of four sidebands have been normalized such that Â†
jµ Â jµ represents the photon

number at ω j ( j = 1−4) and µ (µ = x,y) polarization so that [Â jµ(z), Â†
kν

(z)] = δ jkδµν . Equations for

other three waves can be obtained by considering the symmetry among the four sidebands. For Â2, we

exchange subscripts l, 1, 3 with h, 2, 4, respectively. For Â3, we exchange subscripts 1 and 2 with 3 and

4, respectively. For Â4, we exchange subscripts l, 1, 2 with h, 4, 3, respectively. Eqs. (4.1) and (4.2) are

quite general as they count in both polarizations. In experiments, only specific polarization configuration

is used for parametric generation. In the following sections, we will use these equations to discuss FWM

in different polarization configurations and its impact on parametric amplification.

4.3 Quantum Noise in Copolarized Pumping Configuration

Dual-pump parametric amplifiers commonly employ a polarization configuration in which two pumps

are copolarized to maximize the FWM efficiency. In this section, we investigate the quantum noise

properties of this configuration. To simplify the analysis, we assume all the fields are linearly polarized

along a principal axis of the fiber. As a result, all waves would maintain their polarizations along the

fiber, and thus can be treated as scalar fields. In this section, we suppress the polarization subscripts x

and y. After making a transformation for all the fields, Â j → Â j exp[−iγP0z], to remove a common phase

factor, the pump equation (4.1) reduces to

dA j

dz
= ik jA j + iR̃ jkPkA j ( j,k = h, l with j 6= k), (4.3)

where k j is the propagation constant, Pj = |A j|2 is the pump power, R̃ jk = γη jk(3) = γ[ fE + fRR̃a(ω j −

ωk)]. Equation (4.3) is easy to solve and provides an analytical solution for the pump waves. The fiber

nonlinearity not only imposes phase modulation on two pumps but also induces power transfer between

them through stimulated Raman scattering. However, the total pump power P0 = Ph +Pl remains constant

along the fiber.

Equation (4.2) for the wave at ω1 reduces to

dÂ1

dz
= i
(
β1 + R̃1lPl + R̃1hPh

)
Â1 + i

(
R̃l2 + R̃h2

)
AlAhÂ†

2

+ iR̃l3A2
l Â†

3 + i
(
R̃4h + R̃lh

)
A∗hAlÂ4 + iAlη̂1l + iAhη̂1h. (4.4)

If one pump is absent, say Ah = 0, Eq. (4.2) reduces to the case of degenerate FWM [10].

To simplify the analysis, we define a column vector F̂ = [Â1; Â†
2; Â†

3; Â4] and write Eq. (4.2) together

with those for three other waves in a vector form as:

dF̂ /dz = MF̂ + û, (4.5)
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where M is a 4× 4 matrix describing FWM couplings among the four sidebands and its elements can

be obtained from Eq. (4.4). û = [û1; û†
2; û†

3; û4] represents spontaneous Raman scattering along the fiber,

where û j = iAlη̂ jl + iAhη̂ jh ( j = 1− 4). When the two pumps remain undepleted, Eq. (4.5) is a set of

linear equations with the following formal solution:

F̂ (L) = T (L)F̂ (0)+N̂ , (4.6)

where the transfer matrix T is the solution of dT /dz = MT and N̂ is the amplified spontaneous Raman

scattering (ASRS) accumulated along the fiber and defined as N̂ =
∫ L

0 T (L− z)û(z)dz.

In the following, we consider phase-insensitive amplification in which only one signal wave at ωm

(m = 1− 4), with a mean photon number of 〈nm(0)〉 = n0, is launched into a FOPA to generate three

idlers. Equation (4.6) shows that the mean photon number at ω j, 〈n̂ j〉 ≡ 〈Â†
j Â j〉, is given by

〈n̂ j(L)〉= 〈F̂ †
j (L)F̂ j(L)〉= |T jm|2n0 + |T j2|2 + |T j3|2 + 〈N̂ †

j N̂ j〉, ( j = 1,4), (4.7)

〈n̂ j(L)〉= 〈F̂ j(L)F̂ †
j (L)〉= |T jm|2n0 + |T j1|2 + |T j4|2 + 〈N̂ jN̂

†
j 〉, ( j = 2,3), (4.8)

where the angle brackets denote an average over the quantum state. Clearly, the average output consists

of three contributions: (i) amplification or wavelength conversion of the input signal with an efficiency

|Tjm|2, (ii) amplified spontaneous FWM, equivalent to adding one photon to conjugated waves at the

input end, and (iii) ASRS given by the last term. Similarly, we can find the variances of photon number

fluctuations, 〈(∆n j)2〉 ≡ 〈n2
j〉−〈n j〉2, to be

〈[∆n j(L)]2〉 = n0|T jm|2
[ 4

∑
k=1

|T jk|2 + 〈N̂ jN̂
†
j +N̂ †

j N̂ j〉
]

+ Wj14Wj23 +Wj14〈N †
j N j〉+Wj23〈N jN

†
j 〉+σ

2
j , (4.9)

where Wj14 ≡ |T j1|2 + |T j4|2, Wj23 ≡ |T j2|2 + |T j3|2, and σ2
j ≡ 〈(N

†
j N j)2〉−〈N †

j N j〉2. In practice, the

photon number of the input signal is generally much larger than 1 (n0 � 1), resulting in

〈n j(L)〉 ≈ n0|T jm(L)|2, (4.10)

〈[∆n j(L)]2〉 ≈ n0|T jm|2[
4

∑
k=1

|T jk|2 + 〈N̂ jN̂
†
j +N̂ †

j N̂ j〉]. (4.11)

Signal-to-noise ratio (SNR) of the wave at ω j is defined as SNR(ω j) = 〈n j〉2/〈(∆n j)2〉. Assuming

that the input signal stays in a coherent state, its SNR is given by SNRin(ωm) = n0. In practice, ampli-

fier noise is quantified by the noise figure (NF) defined as NF(ω j) = SNRin(ωm)/SNRout(ω j), where

SNRout(ω j) stands for the SNR of ω j ( j = 1−4) at the output end. When n0 � 1, NF(ω j) is found to

be

NF(ω j)≈ |T jm|−2
[ 4

∑
k=1

|T jk|2 + 〈N̂ jN̂
†
j +N̂ †

j N̂ j〉
]
. (4.12)



57

The FOPA NF at ω j originates from three dominant sources. Both the quantum noise at the input signal

and the vacuum fluctuations at other sidebands are converted to the fluctuations at ω j through FWM [8].

Moreover, two pumps introduce extra noise through ASRS.

Because of the symmetry of four sidebands with respect to the two pumps, only three phonon modes

participate with frequencies of Ωµ (µ = 1 to 3) in Raman scattering (see Fig. 4.1). A detailed analysis

shows that

〈N̂ jN̂
†
j +N̂ †

j N̂ j〉 = Γ1

∫ L

0
dz
∣∣T j1Al +T j4Ah−T j2A∗h−T j3A∗l

∣∣2
+ Γ2

∫ L

0
dz
∣∣T j1Ah−T j2A∗l

∣∣2 +Γ3

∫ L

0
dz
∣∣T j4Al −T j3A∗h

∣∣2, (4.13)

where Γµ = |gR(Ωµ)|(2nth
µ + 1). In Eq. (4.13), Tjk denotes Tjk(L− z) and A j denotes A j(z). Equation

(4.13) shows clearly that ASRS at each phonon mode is seeded by multiple spontaneous Raman scat-

tering: 4 channels at Ω1, 2 channels at Ω2, and 2 channels at Ω3, respectively (see Fig. 4.1). They are

amplified by FWM and interfere with each other within each phonon mode.

We now apply our analysis to a FOPA made of a 500-m-long HNLF with a zero-dispersion wave-

length (ZDWL) at 1550 nm and an effective area of aeff = 10 µm2, corresponding to γ ≈ 10.5 W−1/km.

The Raman gain spectrum is obtained from Ref. [21]. The peak value of g ≡ 2n2ω0 fRIm[H̃R(ΩR)]/c =

0.62× 10−13m/W is used in the 1550-nm regime [19, 22], where ΩR/(2π) = 13.2 THz is the Raman

frequency shift. The classical equation governing the transfer matrix T (z) can be easily solved numeri-

cally. Using this solution in Eqs. (4.12) and (4.13), we obtain the noise figure. Figure 4.2 shows the gain

and NF spectra for a 50-nm pump spacing, similar to a typical experimental configuration [6].

In the absence of Raman scattering, the FOPA exhibits a uniform 34-dB gain and a 3-dB noise figure

within a broad central region where the parametric generation is dominated by the single non-degenerate

FWM process ωh + ωl → ω1 + ω2. However, NF exhibits oscillations with increased peak values as

the signal is tuned towards the pumps. Such oscillations result from the participation of multiple FWM

processes that are close to satisfying the phase-matching conditions. Especially, the FWM processes,

ωl +ω2 →ωh +ω3 and ωh +ω1 →ωl +ω4 (sometimes called Bragg scattering [6]), introduce consider-

able internal losses for the waves at ω1 and ω2. They are also responsible for the decrease of FOPA gain

around these regions. As seen in Fig. 4.2, a reduced gain always accompanies NF oscillations.

Raman scattering introduces power transfer between the two pumps and thus affects the FWM effi-

ciency, leading to a gain reduction by 2 dB in Fig. 4.2. Moreover, the induced ASRS is proportional to

both the Raman gain coefficient and the phonon populations. In the central part of the gain spectrum,

the signal acts as the Stokes of high-frequency pump and simultaneously as the anti-Stokes of the low-

frequency one. The balance between these two produces a nearly frequency-independent noise plateau
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Figure 4.2: Spectra of FOPA gain and noise figure as a function of signal detuning from the ZDWL. The

HNLF is assumed to have third- and fourth-order dispersions of 0.0378 ps3/km and 1.0×10−4 ps4/km,

respectively, and kept at room temperature of T = 300 K. Two pumps are launched with equal input

powers of 0.5 W in the absence of Raman scattering (thin curves), but their powers are optimized to Pl =

0.37 W and Ph = 0.63 W for optimal gain in the presence of Raman scattering (thick curves). Pump

wavelengths are shown in the figure.

with a magnitude of 3.7 dB over a broad spectral range where the FOPA gain is uniform. At the same

time, the oscillatory nature of NF persists.

Although the gain reduction induced by pump power transfer can be mitigated by reducing pump

spacing, it has little impact on the noise floor. The reason is that phonon population increases significantly

when the two pumps are tuned closer to the signal. A detailed analysis shows that the noise floor remains

nearly unchanged for all typical pump spacings from 20 to 50 nm. This can be seen in Fig. 4.3 where

the pump spacing is reduced to around 30 nm. Clearly, same noise floor also remains for the two outer

bands, with a small amount (∼ 0.1−0.2 dB) increased for that > ωh but decreased for that < ωl . On the

other hand, decreasing pump spacing also enhances FWM couplings and thus increases NF oscillations

over the whole gain spectrum, although it helps to realize a multi-band operation [6].

The situation changes when the two pumps are far from each other. Figure 4.3 shows the case of

90-nm pump spacing. The FOPA gain is almost completely dominated by the single non-degenerate

FWM process, ωh +ωl →ω1 +ω2, leading to disappearance of NF oscillations over a 70-nm bandwidth.

However, pump-power transfer is enhanced and the signal and idlers start to experiences Raman gain/loss
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Figure 4.3: Same as Fig. 2 but with pump spacing increased to 90 nm. Input pump powers are optimized

and are Pl = 0.20 W and Ph = 0.80 W. In the absence of Raman scattering, two pumps have equal powers

of 0.5 W.

from the two pumps, resulting in a 5-dB gain reduction and a spectral tilt in the FOPA gain spectrum.

Enhanced Raman scattering also leads to more noise. Consequently, the NF floor increases to above

4 dB, and becomes 4.75 dB when signal is tuned close to the high-frequency pump.

To conclude this section, We have found that the noise figure is limited to a minimum of 3.7 dB

and may exceed 4.5 dB depending on the pump spacing. It exhibits oscillations stemming from the

Bragg-scattering induced internal losses. Quite different from the single pump case [10] where the noise

figure is strongly spectrally dependent, noise figure in copolarized dual-pump configuration has a nearly

spectrally independent noise floor.

4.4 Orthogonal Pumping Configuration

4.4.1 Physical origin of polarization properties of FWM: Spin Conservation

In this section, we investigate the intrinsic polarization-dependent nature of FWM inside optical fibers.

To do this, we focus only on the nondegenerate FWM process ωl +ωh → ωs +ωi (ωs and ωi can be the

pair of ω1 and ω2, or that of ω3 and ω4) but neglect all other processes. Physically, the polarization-

dependent nature of FWM stems from the requirement of spin conservation among the four interacting
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photons in an isotropic medium. This requirement can be described most simply in a basis in which ↑ and

↓ denote left and right circular polarization states and carry the intrinsic angular momentum (spin) of +h̄

and −h̄, respectively [23]. To describe FWM among arbitrarily polarized optical fields, we decompose

each field in this circular-polarization basis as |A j〉 = U j| ↑〉+D j| ↓〉, where U j and D j represent the

field amplitudes in the ↑ and ↓ states, respectively, for the jth wave ( j = l,h,s, i). Using this expansion,

we can find from Eq. (4.2) that the creation of idler photons in the two orthogonal spin states is governed

by the following two equations (in the absence of XPM) [2]:

dUi

dz
= iβiUi +

4iγ
3

[UlUhU
∗

s +(UlDh +DlUh)D∗
s ] , (4.14)

dDi

dz
= iβiDi +

4iγ
3

[DlDhD
∗
s +(UlDh +DlUh)U ∗

s ] . (4.15)

The same equations hold for the signal if we exchange the subscript s and i.

The three terms on the right side of Eqs. (4.14) and (4.15) show clearly the different spin combina-

tions of the interacting photons and lead to the following selection rules for the FWM process. The first

term U1U2U
∗

s in Eq. (4.14) correspond to the path ↑1 + ↑2→↑s + ↑i while the first term D1D2D
∗
s in

Eq. (4.15) corresponds to the path ↓1 + ↓2→↓s + ↓i, where a subscript denote photons at that specific

frequency. Physically, if both pump photons are in the ↑ or ↓ state with a total angular momentum of

±2h̄, the signal and idler photons must also be in the same state to conserve the total angular momentum.

The last two terms in Eq. (4.14) correspond to the paths ↑1 + ↓2→↓s + ↑i and ↓1 + ↑2→↓s + ↑i. The

only difference for the last two terms in Eq. (4.15) is that the same two combinations of pump photons

produce signal-idler pair as ↑s + ↓i. The main point to note is that these four terms use orthogonally

polarized pump photons with zero net angular momentum and thus must produce orthogonally polarized

signal and idler photons in the basis used. A signal photon with state ↑s can only couple to an idler

photon with state ↓i, and vice versa. This leads to two possible combinations, ↑s + ↓i and ↓s + ↑i, both

of which are equally probable.

A pump with an arbitrary polarization is composed of photons in both the ↑ and ↓ states with differ-

ent amplitudes and phases. FWM in this case includes both scenarios discussed above. Its polarization

dependence is a consequence of the fact that different paths occur with different probabilities and cou-

ple with each other, and one must add probability amplitudes to sum over various paths (as is done in

quantum mechanics). The coupling of different paths and the addition of amplitudes can lead to con-

structive or destructive interference. For example, if the two pumps are right-circularly polarized, no

FWM can occur for a signal that is left-circularly polarized (and vice versa). The spin selection rules are

summarized in the following table 4.4.1.

The same selection rules hold for degenerate FWM. It follows immediately that degenerate FWM is

always polarization dependent because the two pump photons have the same SOP. More importantly, it
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Waves Spin Combinations

ωl ↑ ↓ ↑ ↓

ωh ↑ ↓ ↓ ↑

ωs ↑ ↓ ↑ ↓ ↑ ↓

ωi ↑ ↓ ↓ ↑ ↓ ↑

Table 4.1: Spin Selection rules for Non-Degenerate FWM

is impossible to balance the FWM efficiency experienced by the ↑ and ↓ components of the signal unless

a polarization diversity loop is used.

From an application point of view, one is interested in the FOPA configuration that would yield the

same signal gain irrespective of the SOP of the input signal (polarization-independent gain). A detailed

analysis of Eqs. (4.14) and (4.15) shows that this can be realized by two pumps with orthogonal polar-

izations, no matter what their individual SOPs are. Although an elliptically polarized pump consists of a

mixture of ↑ and ↓ states, it turns out that, for two pumps with orthogonal elliptical polarizations, the two

paths, ↑1 + ↑2→↑s + ↑i and ↓1 + ↓2→↓s + ↓i, not only have a same efficiency but also have appropriate

relative phases with the polarization-independent paths (↑1 + ↓2 or ↓1 + ↑2)→ (↓s + ↑i or ↑s + ↓i).

As a result, elliptically but orthogonally polarized pumps can provide a polarization-independent FWM.

More specifically, if the two pumps are orthogonally and circularly polarized the terms containing U1U2

and D1D2, vanish, and the FWM process becomes polarization independent. If the two pumps are or-

thogonally but linearly polarized, it turns out that U1D2 +D1U2 = 0. The possible paths in this case,

(↑1 + ↓2) → (↓s + ↑i or ↑s + ↓i) and (↓1 + ↑2) → (↓s + ↑i or ↑s + ↓i), are out of phase with each

other and thus cancel. The remaining two paths, ↑1 + ↑2→↑s + ↑i and ↓1 + ↓2→↓s + ↓i, have a same

efficiency.

Based on discussion above, the relative FWM efficiencies for typical pumping schemes, such as

those in the linear or circular polarizations, can be found by simply counting the possible paths in Table

4.4.1 together with the power fraction of pumps in the spin up and down states. The following table

4.4.1 illustrates the relative FWM efficiencies, normalized to the one of linear copolarized pumping

configuration.

Table 4.4.1 shows that linear copolarized pumping exhibits the maximum FWM efficiency. However,

it is strongly polarization dependent. FWM efficiency reduces to one third when the signal is orthog-

onally polarized to the pumps. However, both linear and circular orthogonal pumping are polarization

independent, but the latter has twice FWM efficiency. All other elliptical orthogonal pumping will has

a FWM efficiency between these two. In practice, pump powers remain high to obtain enough signal
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Pump 1 SOP Pump 2 SOP
Fraction of

Signal SOP
# of paths for Relative

pump ↑ & ↓ individual signal ↑ or ↓ FWM Efficiency

| | 1/2
| 3 1

−− 1 1/3

| −− 1/2
| 1 1/3

−− 1 1/3

↑ ↓ 1
↑ 1 2/3

↓ 1 2/3

↑ ↑ 1
↑ 1 2/3

↓ 0 0

Table 4.2: Relative FWM efficiencies for typical pumping configuration. FWM efficiency provides the

probability of creation photons at specific signal SOP. It is directly proportional to the product of the

number of possible paths and the fraction of pump power. −− and | denote linear polarization along x

and y axis, respectively.

gain. In this case, two pumps introduce significant SPM and XPM, leading to considerable nonlinear

polarization rotation (NPR). In this case, only the linear and circular polarizations are eigen-states of

NPR and can maintain along the isotropic fiber. On the other hand, if fibers exhibit considerable birefrin-

gence, circular polarization becomes unstable. This is the reason why linear orthogonal pumping is most

widely used for polarization independent operation of FOPAs, although it has relatively low efficiency.

However, by use of specific technique (i.e., by using twisted fibers) [24], circular polarization can be

maintained along the fiber, which would significantly increase FWM efficiency. As the linear orthogonal

pumping is most popular in practice, we focus on this configuration in the following sections and show

that other effects also affect its polarization dependence.

4.4.2 Effect of Raman scattering

In this section, we consider the orthogonal pumping configuration. To simplify the analysis, we assume

the fiber to be isotropic and neglect birefringence. When the two pumps are orthogonally and linearly

polarized, it turns out that they maintain their SOPs along the fiber. We assume that the two pumps are

polarized along the x and y axes, respectively, and that they remain nearly undepleted. Using Al = Al êx

and Ah = Ahêy, pumps are found to satisfy

dA j

dz
= ik jA j + iγ [Pj +(2+ fR)Ps/3]A j. (4.16)
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Figure 4.4: Illustration of two independent FWM processes for the pumping configuration in which two

pumps at ωl and ωh are linearly polarized along the orthogonal x and y axes. A signal at ω1 produces

three distinct idlers at ω2, ω3, and ω4.

Equation (4.16) can be easily solved analytically. We find that Pj does not change with z because the

Kerr nonlinearity only leads to a nonlinear phase shift through self- and cross-phase modulation. Note

that, for the orthogonal pumping configuration, power transfer between the two pumps is negligible as it

can be realized only through anisotropic Raman response. We have neglect such effect in Eq. (4.16).

We next consider evolution of the signal along the fiber. A detailed analysis shows that various FWM

processes can be decoupled into two sets of independent eigen-processes shown in Fig. 4.4, resulting in

the following equation:

dÂ1x

dz
= ik1Â1x + iγ

{
η1l(4)PlÂ1x +ηh2(2)AlAhÂ†

2y

+ ηl3(3)A2
l Â†

3x +η4h(2)AlA∗hÂ4y

}
+ im̂1lAl , (4.17)

dÂ1y

dz
= ik1Â1y + iγ

{
η1h(4)PhÂ1y +ηl2(2)AlAhÂ†

2x

+ fE
3 A2

l Â†
3y + 2 fE

3 AlA∗hÂ4x

}
+ im̂1hAh. (4.18)

To obtain Eqs. (4.17) and (4.18), a common phase factor has been removed from all waves with the

transformation A→Aexp[−i(2+ fR)γP0z/3]. Similar equations for the three idlers can be obtained from

Eqs. (4.17) and (4.18) by considering the symmetry among the four sidebands. For example, Equations

for the idler at ω3 are obtained by exchanging subscripts 1 and 2 with 3 and 4, respectively; those for the

idler at ω2 are obtained by exchanging subscripts l, 1, 3, x with h, 2, 4, y, respectively; and those for the

idler at ω4 are obtained by exchanging subscripts l, 1, 2, x with h, 4, 3, y, respectively.

In this section, we consider first the polarization-dependent gain (PDG) in the orthogonal pumping
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Figure 4.5: Parametric gain spectrum for x- and y-polarized signals as a function of signal detuning from

the ZDWL of the fiber. The FOPA is pumped at λl =1575.0 nm and λh = 1524.2 nm (vertical dashed

lines) with equal powers of 0.5 W. Thick and thin curves show the cases with and without Raman

scattering, respectively. Dotted curves show the analytic solution when only the single non-degenerate

FWM process is considered.

configuration and ignore quantum noise (discussed in the next section). Therefore, the noise operators

in Eq. (4.17) and (4.18) are neglected temporarily, and all the fields are treated classically. As the two

pump powers are constant along the fiber, the resulting set of linear equations can be easily solved to

obtain the parametric gain. Figure 4.5 shows examples of the gain spectra for x- and y-polarized signals

using the same fiber as Fig. 4.2. The gain spectra without Raman response ( fR = 0) are also presented

for comparison with thin solid lines.

When the Raman scattering is absent, the central portion of gain spectra is polarization-independent,

as expected, since it arises mainly from the polarization-independent FWM process ωl +ωh → ω1 +ω2.

The residual polarization dependence near the spectral edges is due to the modulational instability (MI)

induced by the two pumps (2ωl →ω1 +ω3 and 2ωh →ω2 +ω4). For the same reason, MI peaks appear in

the vicinity of the pumps. However, parametric gain spectra change in the presence of Raman scattering

both qualitatively and quantitatively. The central part of the gain spectrum is no longer uniform even for



65

a fixed signal SOP. When signal is x-polarized, FOPA gain increases with increasing signal wavelength,

and the opposite occurs when signal is y-polarized. Moreover, the FOPA gain in the central part becomes

significantly polarization dependent. Indeed, PDG can exceed 2 dB depending on the signal wavelength.

Such a large PDG has its origin in the polarization dependence of Raman scattering and has consequences

for practical applications of FOPAs.

The MI-induced polarization dependence can be mitigated by unbalancing the pump power such that

it is smaller for the pump located in the anomalous-dispersion region of the fiber. This is so because MI

gain is very sensitive to the pump power. For example, in the absence of Raman scattering, MI-induced

PDG can be mitigated almost completely over 25-nm-wide central part of gain spectrum by changing

equal 0.5-W pump powers to Pl = 0.4 W and Ph = 0.6 W. However, this power imbalance has little

impact on the Raman-induced polarization dependence because of its intrinsic fundamental nature.

Although a complete description of FOPA based on Eqs. (4.17) and (4.18) is relatively complicated,

the central portion of FOPA gain spectrum results mainly from the non-degenerate FWM process ωl +

ωh → ω1 +ω2. If only this process is considered, Eqs. (4.17) and (4.18) can be simplified by neglecting

the terms containing A3 and A4. The resulting simplified equations, together with those for ω2, can be

solved to provide the following analytical solution when only signal at ω1 is launched at the input:

P1x(L) = P1x(0)ρl(L) |cosh(glL)+ iκl sinh(glL)/(2gl)|2 , (4.19)

P2x(L) = γ
2|η1h(2)|2PlPhP1y(0)ρh(L) |sinh(ghL)|2 /|gh|2, (4.20)

where κ j = k1 + k2− kl − kh + γη1 j(3)P0 ( j = l,h) is the total phase mismatch, g2
j = [γη1 j(2)]2PlPh−

(κ j/2)2, and ρ j(L) = exp{γ fRL∆ jIm[R̃a(ω1 −ω j)]}, where ∆ j = Ph −Pl when j = l but ∆ j = Pl −Ph

when j = h. The expressions for P1y and P2y can be obtained from Eqs. (4.19) and (4.20) by exchanging

the subscript l and x with h and y, respectively. The dotted curves in Fig. 4.5 shows the analytical results.

As expected, they agree well with those obtained with the complete four-sideband model over the central

portion of gain spectrum.

The physical origin of PDG observed in Fig. 4.5 can now be easily understood from Eq. (4.19)

[where P1x and P1y depend only on R̃a(ω1−ωl) and R̃a(ω1−ωh), respectively]. Raman scattering affects

parametric generation in two ways. First, although the Raman response has no impact on orthogonally

polarized waves, it produces gain for the copolarized Stokes and loss for the copolarized anti-Stokes

[determined by Im(R̃a)]. In the case of Fig. 4.4(a), ω1 experiences Raman loss from the ωl pump but

ω2 experiences Raman gain from the ωh one. The situation is reversed in the case of Fig. 4.4(b), where

ω1 experiences Raman gain from the ωh pump but ω2 suffers from Raman loss from the ωl one. The

gain/loss amount depends on the frequency separation between the pumps and signal. Although typical

frequency separations in a FOPA are not close to the Raman gain peak, the broadband nature of the
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Raman gain spectrum contributes considerable gain/loss to the signal and idlers in the central portion of

parametric gain spectrum.

Second, a retarded Raman response changes fiber’s refractive index [through Re(R̃a)] by an amount

that depends on frequency separation between the pumps, signal, and idler. For example, change is

about 5% when signal is detuned from the pump by 30 nm. As the Raman response affects only the

copolarized waves, variations in the refractive index are determined by the frequency separation |ω1−

ωl | in the case of Fig. 4.4(a), but by |ωh −ω1| in the case of Fig. 4.4(b). Asymmetry between these

two processes produces different FWM efficiencies: It not only induces polarization dependence of

parametric generation for a fixed signal frequency but also affects the spectral dependence of parametric

gain for a fixed signal SOP. Note that this is quite different from the copolarized pumping configuration

in which the signal and idler act simultaneously as the Stokes of one pump and anti-Stokes of the other,

resulting in negligible impact on the refractive index.

Figure 4.6 shows PDG as a function of parametric gain obtained from Eq. (4.19), assuming perfect

phase matching [Re(κ j) = 0, j = l,h], and using PDG ≡ Gy−Gx, where G j = 10log10[P1 j(L)/P1 j(0)]

( j = x,y) is the parametric gain for two signal SOPs. The PDG caused by pure Raman gain/loss, defined

as PDGR ≡ (10/ ln10)L[gR(ωh−ω1)Ph−gR(ωl −ω1)Pl ], is also shown by thin curves for comparison.

When parametric gain is small, PDG increases with parametric gain and is close to PDGR. This is

because Raman scattering dominates when FWM is negligible, and Eq. (4.19) reduces to P3x(L) ∼

P3x(0)exp[LPlgR(ωl −ω1)]. When parametric gain becomes significant, PDG changes almost linearly

with it, but at a smaller rate compared with PDGR. When ∆λ =−10 nm, PDG increases to only 3.7 dB

even for a 30-dB gain, much smaller than 8-dB PDGR. Around the center of parametric gain spectrum

(∆λ = −1 nm), PDG is almost constant at 2 dB. However, PDG remains small when ∆λ = 10 nm and

even vanishes or becomes negative for specific gain. The reason for this behavior is that, when FWM

dominates, Eq. (4.19) is approximated by P3x(L) ∼ P3x(0)exp{γL
√

PhPl{4/3 + 2Re[R̃a(ωl −ω1)]}}.

Raman scattering is suppressed by FWM [26] and PDG is dominated by refractive index changes induced

by Re(R̃a), which are smaller than those induced directly by Raman gain/loss. In this case, FWM helps

to mitigate the amount of PDG.

To conclude this section, we have shown that, in contrast to a prevailing belief, the orthogonal-

pumping configuration is intrinsically polarization dependent, and thus does not provide polarization-

independent parametric gain even for isotropic fibers. Retarded Raman response of optical fibers set

a fundamental limit on its polarization dependence. For practical applications of FOPAs, additional

techniques may be necessary to reduce such PDG.
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Figure 4.6: PDG as a function of parametric gain and total pump power at three signal wavelengths

under a perfect phase-matching condition. Two pumps are assumed to have equal powers, Pl = Ph. Other

conditions are identical to Fig. 2. The parametric gain on the horizontal axis is defined as the polarization-

independent FOPA gain in the absence of Raman scattering. Thin curves shows for comparison the PDG

induced by pure Raman gain/loss at the same signal wavelengths.

4.5 Quantum Noise in Orthogonal Pumping Configuration

In this section, we investigate the quantum noise properties of parametric amplifiers with orthogonal

pumps. The technique used in Section 3 can be transferred directly to the orthogonal pumping case.

As the FWM processes are decoupled into two independent processes, we define two column vectors as

F̂x = [Â1x; Â†
2y; Â†

3x; Â4y] and F̂y = [Â1y; Â†
2x; Â†

3y; Â4x]. Eq. (4.17) together with those for three other waves

in a vector form as:

dF̂ j/dz = M jF̂ j + û j, ( j = x,y) (4.21)

where Mx and My are related to Eq. (4.17) and (4.18), respectively. the SRS noise operators are given

by

ûx = i[Alη̂1l ;−A∗hη̂
†
2h;−A∗l η̂

†
3l ;Ahη̂4h], (4.22)

ûy = i[Ahη̂1h;−A∗l η̂
†
2l ;−A∗hη̂

†
3h;Alη̂4l ]. (4.23)
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Figure 4.7: Parametric gain spectrum for x- and y-polarized signals as a function of signal detuning from

the ZDWL of the fiber, under the same conditions as Fig. 4.5. Thick and thin curves show the cases with

and without Raman scattering, respectively.

Clearly, Raman scattering only introduces noise to copolarized sidebands. Define the evolution matrixes

for the two eigen-processes as:

F̂x(L) = Tx(L)F̂x(0)+N̂x, (4.24)

F̂y(L) = Ty(L)F̂y(0)+N̂y, (4.25)

where N̂x and N̂y are given by N̂x =
∫ L

0 Tx(L− z)ûx(z)dz and N̂y =
∫ L

0 Ty(L− z)ûy(z)dz, respectively.

As a result, Eqs. (4.7)-(4.12) can be used for the two eigen-processes provided that we replace the

evolution matrix and the noise operator with these appropriate ones. For these two processes, Eq. (4.13)

then becomes

〈N̂x jN̂
†
x j +N̂ †

x jN̂x j〉 = Γ1

∫ L

0
dz
∣∣Tx j1Al +Tx j4Ah−Tx j2A∗h−Tx j3A∗l

∣∣2, (4.26)

〈N̂y jN̂
†
y j +N̂ †

y jN̂y j〉 = Γ2

∫ L

0
dz
∣∣Ty j1Ah−Ty j2A∗l

∣∣2 +Γ3

∫ L

0
dz
∣∣Ty j4Al −Ty j3A∗h

∣∣2. (4.27)

The three phonon modes creates noises in different FWM processes, as shown clearly in Fig. 4.4. The

eigen-process (a) is only affected by the mode at Ω1, and (b) is affected by both Ω2 and Ω3. As Ω2

and Ω3 are in general different from Ω1, the ASRS would have different magnitudes in the two FWM

processes, resulting in different noise figures.
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Figure 4.8: Parametric gain spectrum for x- and y-polarized signals as a function of signal detuning from

the ZDWL of the fiber, under the same conditions as Fig. 4.5. Thick and thin curves show the cases with

and without Raman scattering, respectively.

Figure 4.7 shows the noise figures for the two eigen-processes as shown in Fig. 4.4. In the absence

of Raman scattering, noise figure is independent of signal polarization (thin curves) over a broad spec-

trum with a magnitude of about 2.8 dB, corresponding to the polarization-independent gain shown in

Fig. 4.5. The magnitude of NF is smaller than 3 dB because of the relatively small parametric gain. The

slight polarization dependence of noise figure at the edge of gain spectrum is due to the participation of

polarization-dependent modulation instabilities. Raman scattering significantly enhances noise figure,

by more than 1 dB in the central portion of the gain spectrum. Moreover, noise figure becomes consid-

erably dependent on signal wavelength in both processes because of both frequency-dependent Raman

gain coefficient and phonon population, as discussed above. For example, when the signal is x-polarized,

noise figure peaks at the spectrum center where it can be as high as 5 dB. When the signal is y-polarized,

noise figure decreases with increased signal wavelength.

Because of the asymmetry of Raman scattering between the two eigen-processes in Fig. 4.4, noise

figure becomes strongly polarization dependent. This can be seen clearly in Fig. 4.8, which shows the

noise figures as a function of signal polarization at three different signal wavelengths. In the absence

of Raman scattering, NF is independent of signal polarization. However, Raman scattering introduces

strong polarization dependence in NF, by about 1 dB. In general, NF is minimum when the signal is
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copolarized with the high-frequency pump, but is maximized when it is close to copolarization with the

low-frequency pump. Figure 4.8 shows that, although Raman scattering only introduces a small amount

of PDG to the parametric gain, as discussed in the previous section, it cause the amplified spontaneous

emission to be very strongly polarization dependent.

To conclude this section, we have developed a theory to quantify the noise properties of orthogonally-

pumped FOPAs. We show that, in contrast to a common belief, the amplified spontaneous emission

becomes strongly dependent on both the signal wavelength and polarization.

4.6 Summary

In a summary, we have developed general theory to quantify the noise properties and polarization depen-

dence of FOPAs in different pumping configurations. We show that the participation of Raman scattering

in four-wave mixing process significantly changes the fundamental noise properties of FOPAs. In the

copolarized pumping configuration, NF not only exhibits an oscillation feature because of the interfer-

ence of multiple FWM processes, but also becomes considerably higher than the 3-dB fundamental limit

because of the involvement of thermal phonons through Raman scattering. We show that, in contrast

to a common belief, orthogonal pumping configuration is intrinsically polarization dependent because

of the inevitable accompany of SRS to the FWM process. At the same time, the amplified spontaneous

scattering in this configuration becomes dependent on both signal wavelength and polarization.
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5 Applications of Four-Wave Mixing

In this chapter, we turn to the experimental applications of four-wave mixing. We used dual-pump

parametric amplification, discussed in Chap. 4, to realize all-optical signal processing at a bit rate of

40 Gb/s with high quality [1]. We demonstrated all-optical packet and bit-level switching at OC-768

data rates with multi-band operation. This work is done in collaboration with Prof. S. Radic’s group at

University of California, San Diego.

We also used degenerate FWM inside a short photonic-crystal fiber to realize a subpicosecond fiber-

optic parametric oscillator with a wavelength tunability of about 200 nm around 1.0 µm, the first clear

demonstration, to the best of our knowledge, of such a broadly tunable short-pulse fiber-optic parametric

oscillator (FOPO) in this spectral region. This work is done in collaboration with Prof. W. H. Knox’s

group [2].

5.1 Optical Switching and Wavelength Multicasting

5.1.1 Introduction

Fast all-optical signal processing is essential for future optical networks. A variety of semiconductor and

fiber platforms have been used to realize related optical functionalities [3, 4]. Compared with semicon-

ductors, four-wave mixing (FWM) occurring inside optical fibers exhibits the advantage of an ultrafast

response [3] and an intrinsic low-noise nature [5]. Indeed, degenerate FWM (single pump) has been used

for applications such as wavelength conversion, pulse generation, and optical sampling [6].

Dual-pump FOPAs introduce additional degrees of freedom for practical applications because the

wavelengths, powers, and state of polarizations (SOPs) of two pumps can be independently controlled.

Such a two-pump parametric (TPP) architecture can provide uniform broadband amplification [7, 8],
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wavelength conversion [9], optical signal regeneration [12], and polarization-independent operation

[10, 11]. Moreover, as discussed in the previous chapter, the coupling between non-degenerate and

degenerate FWM processes simultaneously creates photons in four spectral bands [13], leading to signif-

icantly enhanced available spectral range and operational functionality since all four bands can be used

in practice [14] and parametric generation can be emphasized in any of them [9].

Most previous work on signal processing has focused at bit rates of 10 Gb/s [14]. Future optical

networks are likely to operate at 40 Gb/s or more. Attempts have been made to realize signal generation

and phase conjugation at such high bit rates [15]-[17]. However, FWM-based all-optical routing and

switching at such high bit rates was not demonstrated before our work reported here. We employed a

TPP configuration to demonstrate high-quality, all-optical, multiple-band, packet and bit-level switching

at a bit rate of 40 Gb/s, with a conversion efficiency of at least 21.2 dB and an extinction ratio exceeding

25 dB. Moreover, the feasibility of subrate pump control was realized for OC-768 signal processing.

5.1.2 Operating Principle

Multi-band response is the most important function provided by the TPP architecture. As shown in

Fig. 5.1(a), within the parametric gain bandwidth, a signal band is replicated to three idler bands, irre-

spective of its relative spectral location. The multi-band operation requires the presence of both pumps,

and is uniquely controlled by the pump spectral and power configuration. When the two pumps are nearly

symmetrically located at opposite sides of the zero-dispersion wavelength (ZDWL) of a fiber, because of

the instantaneous response of FWM process, switching of Pump 2 located in the anomalous-dispersion

regime instantly excites three idler creation as well as signal amplification. As a result, by simply using

signal in

Power

pump 1

pump 2

signal out

idler 1

idler 2

idler 3

packet bit

t

(a) (b)

Figure 5.1: Illustration of wavelength multicasting in two-pump parametric devices.
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Figure 5.2: Experimental setup. TF: tunable filter. PM: phase modulator. AM: amplitude modulator.

PC: polarization controller. ODL: optical delay line. EDFA: erbium-doped fiber amplifier. OSA: optical

spectrum analyzer. OSC: oscilloscope. BS: band splitter. C1: 10/90 coupler. C2: 1/99 coupler. C:

circulator. DET: detector; it can be either an OSA, an OSC, or a power meter used for characterizing the

input signal, C- or L-band pump. OSA2 is used for monitoring Brillouin scattering of the pumps.

a specific temporal waveform for Pump 2, while maintaining Pump 1 at a constant level, it is possible to

realize various fast switching functions, as shown clearly in Fig. 5.1(b). When the signal is located in the

normal-dispersion regime, the same function can be realized by controlling the Pump 1.

Because of the instantaneous response of FWM, the switching speed is ultimately limited by the

speed of pump control. In general, it needs to be comparable to input data rates. However, the exponen-

tial dependence of parametric gain on the pump powers significantly reduces the requirement of pump

switching speed, enabling the use of subrate pump control. This is discussed in detail in what follows.

5.1.3 Experimental Setup

Our two-pump experimental setup is shown in Fig. 5.2. Two continuous-wave (CW) tunable lasers

(λ1 = 1568.5 nm and λ2 = 1598.0 nm) served as the pump seeds, and were amplified and filtered by

two 0.25-nm filters (TF1 and TF2) to reduce the amplified spontaneous emission (ASE) prior to the

booster amplifier. The anomalous pump was controlled using a programmed nonreturn-to-zero (NRZ)

bit sequence in both packet and bit-level switching experiments. A tunable optical delay line (ODL) was

used to adjust the relative delay between the pump and the signal. The two pumps were counterphased

using a 5-Gb/s pseudo-random bit sequence (PRBS) to suppress stimulated Brillioun scattering generated
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inside both the booster amplifier (EDFA) and the highly nonlinear fiber (HNLF). The EDFA booster

provided an average output power of 2.3 W, measured prior to the ASE-filtering section (dashed box in

Fig. 5.2). The booster ASE was filtered out using two 1-nm tunable filters (TF3 and TF4) in order to

guarantee pump spectral purity [6] greater than 75 dB (measured within 0.2-nm bandwidth). A third

tunable CW laser served as the signal. It was modulated using a 40-Gb/s NRZ pattern and was inserted

into the HNLF through a 10/90 coupler. PC7, PC8, and PC9 were all adjusted to achieve a copolarized

SOP for the pumps and the signal inside HNLF. The 520-m HNLF used in the experiments had an

effective area of 11 µm2, a dispersion slope of 0.025 ps/(nm2km) and a ZDWL of 1582 nm. The four

sidebands generated through modulational instability coupling were selected using a 2-nm-wide optical

filter (TF5) and observed using a fast oscilloscope (37-GHz response).

5.1.4 Packet Switching

As a first goal of this study, we investigated the performance of arbitrary-bit-sequence (packet) extrac-

tion from the input OC-768 stream. Unlike the previously reported result [14], the switching of the

OC-768 sequence required a precise control beyond that of the OC-192 rate. Indeed, while the length

of the switched sequence (∼ 1000 ps, see experiments below) allows for slow pump control, extrac-

tion with zero guardband does require speed comparable to the input data rate (OC-768) or even faster.

However, parametric generation inside a HNLF helps to reduce significantly such requirement on the

pumps because the output signal/idler powers are related to the pumps by an exponential gain function.

For simplicity, if the parametric process is assumed to be dominated by a single phase-matched FWM

process, the true switching rise/fall time is determined by the parametric response as exp [2γLPeff(τ)]/4,

where Peff(τ) represents the effective pump power, defined as 2
√

P1P2(τ) for the non-degenerate (two-

pump) interaction and P(τ) for the degenerate (one-pump) interaction; L is the HNLF length and γ is the

nonlinear parameter [3]. For a parametric gain of 20−30 dB, this formula yields a parametric response

2−4 times faster than the corresponding pump rise/fall time. In general, the single-pump configuration

exhibits faster response [17]. However, dual-pumping provides more functional sidebands and thus en-

ables wavelength multicasting. The parametric rise/fall time associated with 10-Gb/s pump control (∼

25 ps rise/fall time) was indistinguishable from that of the 40-Gb/s sequence in practice. This indicates

that 10-Gb/s pump control could be effectively used to achieve the practical packet switching at OC-768

rates. Consequently, it allowed a control of the anomalous pump by a 10-Gb/s, rather than a 40-Gb/s

programmed sequence.

To demonstrate OC-768 packet switching, the long-wavelength pump was modulated using a 1-ns-

long rectangular pulse (composed of 10 successive logical ones at 10 Gb/s, corresponding to 40 bits at
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Figure 5.3: Optical spectrum measured at the output of HNLF, recorded with 0.2-nm resolution when a

1559-nm signal is launched. Other details are given in the text.

40 Gb/s) in order to extract a selected sequence from the data stream of the small input signal (Pin =−14

dBm). The average pump powers launched into the HNLF were 545 mW and 155 mW for the normal (C-

band) and anomalous (L-band) pumps, respectively. The TPP spectrum is shown in Fig. 5.3, illustrating

three new switched wavelengths at 1578.1, 1588.1 and 1608.0 nm. The input signal at 1559.0 nm is

simultaneously amplified by 25.2 dB (“on/off” value, measured at the HNLF output) and multicasted

with conversion efficiencies of 21.2 dB, 21.4 dB, and 25.9 dB, respectively, covering a spectral range of

49 nm. The corresponding 0.2-nm optical signal-to-noise ratios (OSNRs) were measured to be 33.6 dB

(1559.0 nm), 28.5 dB (1578.1 nm), 28.9 dB (1588.1 nm), 34.8 dB (1608.0 nm). The absence of higher-

order wave [12] in the vicinity of the switched sidebands confirms the linear TPP operation required for

crosstalk-free waveband switching.

The temporal waveforms of the four sidebands and the L-band pump are shown in Fig. 5.4. The input

signal had a mark density of 1/2 [Fig. 5.4 (a)], with the extinction ratio limited by the electronic driver

used for the 40-GHz AM modulator. Figure 5.4 (b) shows the square waveform imposed on anomalous

pump used for OC-768 sequence extraction. Switched packets were obtained from all four parametric

bands. That at the signal wavelength (1559.0 nm) is shown in Fig. 5.4 (c), and the corresponding idler

packets at 1578.1, 1588.1 and 1608.0 nm are shown in Figs. 5.4 (d)-(f), respectively. Switched packet

traces were recorded by a simple tuning of the output (TF5) filter, since high power (> 5 dBm) in any of

the four streams eliminated the need for postamplification. The switching is realized with low noise and

high extinction ratio: no artifacts were observed in the immediate vicinity outside the switched window

[indicated by an arrow in Fig. 5.4 (c)], in spite of the dense bit content carried by the input signal in this



77

1588.1 nm 200 ps/div
1608.0 nm

200 ps/div

(a) (b)

(c) (d)

(e) (f)

1 2

1559.0 nm 200 ps/div

1559.0 nm 200 ps/div 1578.1 nm 200 ps/div

L band pump 1598.0 nm

200 ps/div

Figure 5.4: Temporal waveforms showing packet switching. A fixed input level was used in the oscillo-

scope for all signal/idlers waves. (a) Input 1559.0-nm signal; (b) L-band pump; (c) amplified signal; (d)

switched 1578.1-nm idler; (e) switched 1588.1-nm idler; (f) switched 1608.0-nm idler.
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1559.0 nm 200 ps/div

1 2

Figure 5.5: Amplified 1-ns packet of the 1559.0-nm signal when the L-band pump is temporally shifted

in such a way that its leading edge coincides with the signal bit marked by arrow 1 in Fig. 5.4 (a).

region. The higher noise levels seen with inner-band packets (1578.1 and 1588.1 nm) are attributed to

lower conversion efficiencies and the fixed input level used with the oscilloscope; no attempt was made

to adjust the power levels to reduce the receiver noise.

Physically, a high extinction ratio stems from the exponential dependence of the parametric gain on

the pump powers [13]. For example, in the phase-matched region of a HNLF with a length L and a

nonlinear parameter γ , the parametric gain (in dB) produced via non-degenerate FWM scales with pump

powers as
√

P1P2, where P1 and P2 are the normal and anomalous pump powers [3]. In contrast, neither

is the signal amplified nor are the idlers created in the absence of L-band pump, since the C-band CW

pump located in the normal-dispersion region produces negligible FWM. Clearly, high parametric gain

guarantees switching with high extinction ratios in all four sidebands.

The TPP process allows for arbitrarily long packets to be switched simply by varying the time interval

in which both pumps are simultaneously present. More importantly, the effective compression of rise/fall

time allows the use of slow pump control to achieve precise bit control. Indeed, the pump rise/fall time of

25 ps in this experiment was sufficient to achieve zero-guardband packet switching. To demonstrate this

capability, the anomalous pump switching window was shifted to cover the selected ”1” bit, as indicated

by the arrow 1 in Fig. 5.4 (a). The switched packet is shown in Fig. 5.5: it can be seen clearly that the

selected ”1” was switched in, with the preceding bits eliminated completely. At the same time, the last

bit in the sequence, ”1” indicated by arrow 2, was steeply carved out from the successive logical ones.

Clearly, the instantaneous parametric response of FWM dramatically reduces the requirement of the

guard time for packet switching [18] and thus would help to increase the efficiency of optical processing

schemes required in transparent networks.
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1559.0 nm

50 ps/div

1

21559.0 nm 50 ps/div

1608.0 nm 50 ps/div

L band pump

1598.0 nm

50 ps/div

(a) (b)

(c) (d)

Figure 5.6: Temporal waveforms showing bit-level switching. (a) Input 1559.0-nm signal; (b) L-band

pump; (c) amplified signal bit when the pump bit is located at position 2. The inset shows the signal

waveform when the pump bit is located at position 1. (d) Switched bit for the outer-band idler at 1608.0

nm.

5.1.5 Bit-Level Switching

As a second goal of this study, we demonstrated optical switching at the bit level. The input signal was

modulated with a 40-Gb/s NRZ bit pattern, as shown in Fig. 5.6 (a) (other bit patterns can also be used).

The anomalous pump was controlled by an isolated bit, as illustrated in Fig. 5.6 (b). The pump was used

to select the bits of a logical ”0” and a logical ”1” from the input sequence, as indicated by arrows in

Fig. 5.6 (a). High extinction ratio is demonstrated by comparing the contrast between switched ”0” (inset

in Fig. 5.6 (c)) and switched ”1” (Fig. 5.6 (c)). When the selected bit represents a high logical level, the

signal is simultaneously amplified and replicated to three idler waves. Bit-level wavelength casting at 40

Gb/s is illustrated in Fig. 5.6 (d), corresponding to translation of the selected bit ”1” in the sequence to

the outer parametric band (1559 nm → 1608 nm). Similar switched bits (with smaller amplitudes) were

obtained for the two inner bands.

The switched bits had full widths at half maximum (FWHM) of 20 ps (1559.0 nm), 17 ps (1578.1
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nm), 16 ps (1588.1 nm), and 20 ps (1608.0 nm), clearly indicating compression with respect to the

original bits in the input sequence. The two inner bands had higher compression ratios, as expected by

the different contributions of degenerate and non-degenerate FWM. Such pulse compression can be used

to reshape the switched pulse and provide an efficient way for signal regeneration within the routing node

itself.

5.1.6 Conclusion

In concluding this section, we demonstrated optical switching with wavelength conversion at 40 Gb/s

by using a two-pump parametric architecture. Our scheme can realize packet switching for arbitrary

packet lengths with negligible guard-time requirements and subrate pump controls. The experiment

validated TPP performance that was sufficient to switch individual bits at 40 Gb/s, while maintaining high

extinction ratios and conversion efficiencies above 20 dB. We note that the architecture also possesses

an inherent ability to selectively conjugate a switched packets or bit sequences, thereby enabling the

possibility for applications involving simultaneous high-speed switching and transmission-impairment

mitigation.

5.2 Highly Tunable Fiber-Optic Parametric Oscillators

5.2.1 Introduction

Short-pulse optical parametric oscillators exhibit great potential for many applications ranging from

physics, chemistry, to biology [19]. Conventionally, the χ(2) nonlinearity inside a crystal is used for

parametric oscillation [20]. However, this approach requires a complicated cavity alignment for regen-

erative oscillation and phase matching. Recently, fiber-optic parametric oscillators (FOPOs), based on

FWM occurring inside optical fibers, have attracted considerable attention [21]-[24]. It was shown that

picosecond and subpicosecond pulses can be obtained from FOPOs made of a conventional single-mode

or dispersion-shifted fiber [21, 22]. However, a low fiber nonlinearity requires long fiber lengths, leading

inevitably to a significant pulse pedestal [21]. Moreover, because of the phase matching required for effi-

cient FWM, operating wavelengths of these FOPOs are confined to the vicinity of ZDWL of conventional

fibers (≥ 1.3 µm) [21, 22].

Newly developed photonic crystal fibers (PCF), however, exhibit significant flexibility in engineering

fiber dispersion [25]. ZDWLs ranging for visible to far infrared can be simply obtained by manipulating

the fiber structure. On the other hand, strong mode confinement inside such fibers provides an enhanced
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nonlinearity, leading to a significantly improved FWM efficiency [26]. By using PCFs, FOPOs were

shown to be able to operate near 800 nm [23]. However, all previous FOPOs are based on the conven-

tional modulation instability (MI) pumped in the anomalous dispersion regime. Although a tunability of

tens of nanometers can be obtained [22, 23], it is well known that this kind of MI is generally confined to

a narrow spectral region, resulting in a limited tunable bandwidth [3]. In this section, we show that, by

the use of a new kind of MI pumped in the normal dispersion regime, clean subpicosecond pulses can be

obtained over a 200-nm-wide spectral region around 1.1 µm from a FOPO made of a PCF with proper

dispersion and with an optimal cavity design.

5.2.2 Operating Principle

As discussed in previous chapters, the parametric gain coefficient of degenerate FWM is given by g2 =

(γP0)2− (κ/2)2, where κ is phase mismatch given by κ = 2γP0 + 2∑m=1
1

(2m)! β2mΩ2m
sp , P0 is the pump

power, Ωsp = |ωs −ωp| is the frequency detuning between the pump and the signal (Stokes), and β2m

is the (2m)th-order dispersion at the pump frequency. If we balance the phase mismatch contribution

from different-order dispersions, it is possible to create phase-matched MI sidebands very far from the

pump wavelength. It turns out that this can be done by pumping the PCF in the normal dispersion

regime [28]. Figure 5.7 (a) shows numerical examples of parametric gain spectra pumped in both the

(a) (b)

Figure 5.7: (a) Numerical examples of parametric gain spectra pumped in both normal and anoma-

lous dispersion regimes of a PCF with a dispersion profile shown in (b). The dispersion coeffi-

cients at the ZDWL (1038 nm) are : β3 = 0.06541 ps3/km, β4 = −1.0382× 10−4 ps4/km, β5 =

3.3756× 10−7 ps5/km, β6 = −1.1407× 10−10 ps6/km. The PCF has a mode field diameter of 3.2

µm, corresponding to a nonlinear coefficient γ estimated to be 22.7 W−1/km.
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ter before being sent to two fiber amplifiers. After the
amplifiers, the pulse width is 1.3 ps with up to 260
mW of average power. The total cavity length of the
FOPO is precisely adjusted to match the length of the
pumping laser cavity for synchronous pumping.

The PCF has a mode field diameter of 3.2 mm,
corresponding to a nonlinear coefficient g of
,22.7 W−1/km. The detailed loss and dispersion
properties of this fiber are shown in Ref. 12. The loss
of 65-cm fiber in the wavelength range of 970–1230
nm is estimated to be less than 0.0016 dB, which is
negligible compared with an ,2-dB coupling loss at
the entrance of the fiber. The dispersion coefficients
at the ZDWL (1038 nm) are estimated to be
b3=0.06541 ps3/km, b4=−1.0382310−4 ps4/km,
b5=3.3756310−7 ps5/km, and b6=−1.1407310−10

ps6/km.
Taking into account higher-order dispersion, the

phase-matching condition between the Stokes or
anti-Stokes wave and the pump wave is given by

Dk = b2V2 + b4V4/12 + b6V6/360 + 2gPp = 0, s1d

where Pp is the pump power and V=va−vp=vp−vs is
the frequency difference between the anti-Stokes and

the pump wave or between the pump and the Stokes
wave.

As is shown in Eq. (1), with balance between the
even-order dispersion, phase matching can be real-
ized far from the pump wavelength by pumping in
the normal dispersion regime,6,10 and, with such a
steep phase-matching curve, a widely tuning para-
metric gain results from a small change in pump
wavelength. As is shown in Fig. 2(a), for pumping in
the normal dispersion regime, outputs between 800
and 1400 nm could be covered with only a 20-nm
pump tuning. A short piece of PCF (65 cm) is used as
the gain medium to minimize the walk-off delay be-
tween the pump and the signal pulses, thus permit-
ting generation of short pulses. Figure 2(b) shows the
walk-off delay for the 65-cm-long PCF as the wave-
length is detuned from the ZDWL. Furthermore, a
broader gain bandwidth in the parametric amplifica-
tion can be achieved, as a shorter fiber length de-
creases the gain-narrowing effect.

Fig. 2. (a) Phase-matching curve and pump laser tuning
range. Dotted line, ZDWL of the PCF. (b) Walk-off delay for
the PCF, when the wavelength is detuned from the ZDWL
sl0<1038 nmd, and a typical output spectrum from the
FOPO. (The spike at 977 nm is the residual diode pump
light of the Yb-fiber amplifier.)

Fig. 3. (a) Signal wavelength tuning on the longer wave-
length side of the pump. The smaller peak at ,1090 nm in
the first trace is a cascaded FWM component. (b) Idler
wavelength tuning on the shorter wavelength side of the
pump. The component near 977 nm is the residual diode
pump light leaking through the FOPO.
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Figure 5.8: Phase matching curve for the PCF shown in Fig. 5.7(b).

normal and anomalous dispersion regimes of a PCF whose dispersion is shown in Fig. 5.7 (b). It can

be seen clearly that, by pumping in the normal-dispersion regime just a few nanometers away from the

ZDWL, it is possible to generate sideband more than 100 nm away from the pump. Moreover, a slight

tuning of the pump wavelength results in a dramatic change in the wavelength of created sideband. The

complete curve of phase-matched wavelengths is shown in Fig. 5.8. Clearly, when pumping in the normal

dispersion regime, outputs between 800 nm to 1400 nm can, in principle, be covered with only 20-nm

pump tuning, indicating the significant advantage of this new kind of MI for wavelength tunability. Since

MI can be dramatically extended to visible and far infrared regimes, it is possible to provide parametric

generation in the spectral region that can not be reached by other techniques.

Note that the large wavelength separation between the pump and Stokes/anti-Stokes waves would

lead to considerable walk-off. Therefore, a short piece of PCF (65cm in the following experiment) is

required to be used as the gain medium in order to minimize the round-trip walk-off delay between the

pump pulse and the signal pulse, thus enabling generation of short pulses. Such walk-off limits the

ultimate tuning range of the constructed FOPO, as discussed in detail in the following.

5.2.3 Experimental Setup

The experiments were performed in collaboration with Prof. Knox’s group [2]. The experimental setup

is shown in Fig. 5.9. The ring oscillator cavity consists of 65-cm of PCF [SC-5.0-1040, Blaze Photonics

Inc., GVD is shown in Fig. 5.7(b)]. The loss of 65-cm fiber in the wavelength range of 970 to 1230 nm is

estimated to be less than 0.0016 dB, which is negligible compared with 2 dB coupling loss at the input

end of the fiber. The FOPO is pumped through a long-pass dichroic filter, which has a cutoff wavelength
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Figure 5.9: Experimental setup for FOPO. PBS: polarization beam splitter; P1, P2, P3: achromatic wave

plates.

at 1040 nm. The pump light is launched in a linear polarization. The first achromatic half-waveplate P1

is adjusted so that the pump SOP coincides with a principle axis of the birefringent PCF. The extinction

ratio of > 1 : 1000 between orthogonal linear polarizations is maintained for the pump wave after it

passes the PCF, indicating a good preservation of polarization. The polarization beam splitter (PBS)

cube combined with a diffraction grating (300-line/mm) in the Littrow configuration is used as a tunable

band-pass filter with 2 nm bandwidth [23]. It also ensures the signal wave to copolarize with the pump

for maximum parametric generation. The output coupler is a broadband-coated parallel window (BK7)

with 15% output coupling. All mirrors in the cavity are ER.2-protected silver-coated mirrors (Newport

Inc.). A newly developed passively mode-locked Yb-doped fiber laser [29] with two stages of fiber

amplifiers is used as a pumping source. It is operated in soliton mode-locked region, producing sub-

picosecond pulses at 36.6 MHz with 5 nm bandwidth (FWHM). The center wavelength of pulses can be

tuned from 1020 to 1038 nm. The bandwidth of pump pulses is filtered down to 1.5nm (FWHM) with a

tunable filter before being sent to two fiber amplifiers. After the amplifiers, the pulse-width is measured

to be 1.3 ps with up to 260 mW of average power. The total cavity length of the FOPO is precisely

adjusted to match the length of the pumping laser cavity for synchronously pumping.

5.2.4 Results and Discussion

Figure 5.10 shows the tuning range of signal and idler. By turning the intracavity grating and re-matching

the cavity length, the signal wavelength can be tuned over 140 nm on the longer wavelength side (1060

nm to 1200 nm), while the idler covers 60 nm in shorter wavelength side (930 nm to 990 nm). The total

tuning range is over 200 nm. This is a significantly broader tuning range than a tunable mode-locked

Yb-doped fiber laser. Further tuning is limited by walk-off between the pump and signal. When the

signal wavelength passes 1200 nm, the walk-off delay becomes > 1.4 ps, which is comparable with the
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ter before being sent to two fiber amplifiers. After the
amplifiers, the pulse width is 1.3 ps with up to 260
mW of average power. The total cavity length of the
FOPO is precisely adjusted to match the length of the
pumping laser cavity for synchronous pumping.

The PCF has a mode field diameter of 3.2 mm,
corresponding to a nonlinear coefficient g of
,22.7 W−1/km. The detailed loss and dispersion
properties of this fiber are shown in Ref. 12. The loss
of 65-cm fiber in the wavelength range of 970–1230
nm is estimated to be less than 0.0016 dB, which is
negligible compared with an ,2-dB coupling loss at
the entrance of the fiber. The dispersion coefficients
at the ZDWL (1038 nm) are estimated to be
b3=0.06541 ps3/km, b4=−1.0382310−4 ps4/km,
b5=3.3756310−7 ps5/km, and b6=−1.1407310−10

ps6/km.
Taking into account higher-order dispersion, the

phase-matching condition between the Stokes or
anti-Stokes wave and the pump wave is given by

Dk = b2V2 + b4V4/12 + b6V6/360 + 2gPp = 0, s1d

where Pp is the pump power and V=va−vp=vp−vs is
the frequency difference between the anti-Stokes and

the pump wave or between the pump and the Stokes
wave.

As is shown in Eq. (1), with balance between the
even-order dispersion, phase matching can be real-
ized far from the pump wavelength by pumping in
the normal dispersion regime,6,10 and, with such a
steep phase-matching curve, a widely tuning para-
metric gain results from a small change in pump
wavelength. As is shown in Fig. 2(a), for pumping in
the normal dispersion regime, outputs between 800
and 1400 nm could be covered with only a 20-nm
pump tuning. A short piece of PCF (65 cm) is used as
the gain medium to minimize the walk-off delay be-
tween the pump and the signal pulses, thus permit-
ting generation of short pulses. Figure 2(b) shows the
walk-off delay for the 65-cm-long PCF as the wave-
length is detuned from the ZDWL. Furthermore, a
broader gain bandwidth in the parametric amplifica-
tion can be achieved, as a shorter fiber length de-
creases the gain-narrowing effect.

Fig. 2. (a) Phase-matching curve and pump laser tuning
range. Dotted line, ZDWL of the PCF. (b) Walk-off delay for
the PCF, when the wavelength is detuned from the ZDWL
sl0<1038 nmd, and a typical output spectrum from the
FOPO. (The spike at 977 nm is the residual diode pump
light of the Yb-fiber amplifier.)

Fig. 3. (a) Signal wavelength tuning on the longer wave-
length side of the pump. The smaller peak at ,1090 nm in
the first trace is a cascaded FWM component. (b) Idler
wavelength tuning on the shorter wavelength side of the
pump. The component near 977 nm is the residual diode
pump light leaking through the FOPO.
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ter before being sent to two fiber amplifiers. After the
amplifiers, the pulse width is 1.3 ps with up to 260
mW of average power. The total cavity length of the
FOPO is precisely adjusted to match the length of the
pumping laser cavity for synchronous pumping.

The PCF has a mode field diameter of 3.2 mm,
corresponding to a nonlinear coefficient g of
,22.7 W−1/km. The detailed loss and dispersion
properties of this fiber are shown in Ref. 12. The loss
of 65-cm fiber in the wavelength range of 970–1230
nm is estimated to be less than 0.0016 dB, which is
negligible compared with an ,2-dB coupling loss at
the entrance of the fiber. The dispersion coefficients
at the ZDWL (1038 nm) are estimated to be
b3=0.06541 ps3/km, b4=−1.0382310−4 ps4/km,
b5=3.3756310−7 ps5/km, and b6=−1.1407310−10

ps6/km.
Taking into account higher-order dispersion, the

phase-matching condition between the Stokes or
anti-Stokes wave and the pump wave is given by

Dk = b2V2 + b4V4/12 + b6V6/360 + 2gPp = 0, s1d

where Pp is the pump power and V=va−vp=vp−vs is
the frequency difference between the anti-Stokes and

the pump wave or between the pump and the Stokes
wave.

As is shown in Eq. (1), with balance between the
even-order dispersion, phase matching can be real-
ized far from the pump wavelength by pumping in
the normal dispersion regime,6,10 and, with such a
steep phase-matching curve, a widely tuning para-
metric gain results from a small change in pump
wavelength. As is shown in Fig. 2(a), for pumping in
the normal dispersion regime, outputs between 800
and 1400 nm could be covered with only a 20-nm
pump tuning. A short piece of PCF (65 cm) is used as
the gain medium to minimize the walk-off delay be-
tween the pump and the signal pulses, thus permit-
ting generation of short pulses. Figure 2(b) shows the
walk-off delay for the 65-cm-long PCF as the wave-
length is detuned from the ZDWL. Furthermore, a
broader gain bandwidth in the parametric amplifica-
tion can be achieved, as a shorter fiber length de-
creases the gain-narrowing effect.

Fig. 2. (a) Phase-matching curve and pump laser tuning
range. Dotted line, ZDWL of the PCF. (b) Walk-off delay for
the PCF, when the wavelength is detuned from the ZDWL
sl0<1038 nmd, and a typical output spectrum from the
FOPO. (The spike at 977 nm is the residual diode pump
light of the Yb-fiber amplifier.)

Fig. 3. (a) Signal wavelength tuning on the longer wave-
length side of the pump. The smaller peak at ,1090 nm in
the first trace is a cascaded FWM component. (b) Idler
wavelength tuning on the shorter wavelength side of the
pump. The component near 977 nm is the residual diode
pump light leaking through the FOPO.
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Figure 5.10: Tuning range of signal (a) and idler (b). The small peak at ∼ 1090 nm in the first trace of

(a) is a cascade FWM component. The spectral component near 977 nm is the residual diode pump light

(used for the Yb-doped fiber amplifier) leaking into the FOPO.

pump pulse width. This deceases the interaction length between the pump and signal, thus limits the gain

beyond 1200 nm. It is worth noting that, when pumping close to ZDWL, the walk-off delay is largely

contributed from the slope of the GVD curve; while the phase-matching condition depends only on the

even-order dispersions, as shown in the expression of κ . This decoupling between the walk-off and the

phase matching condition may allow one to design a specific PCF that offers ultra-broad tunability for

short pulse parametric amplification.

Typical characteristics of the Stokes component are shown in Fig. 5.11. The saturation of the output

power is likely due to the spectral broadening of the pump pulse when its power increases, as the pump

depletion is much stronger in some part of its spectrum. The autocorrelation trace [Fig. 5.11(b)] shows

that the signal pulse has a FWHM width of 460 fs, assuming a sech2 pulse shape. It is narrower than the

1.3-ps pump pulse [wider trace in Fig. 5.11(b)] because of the gain narrowing effect. The spectrum of the

signal pulse has a FWHM bandwidth of ∼ 4 nm. The time-bandwidth product of the pulse is about 0.44.

The chirp of the pulse is likely induced by the cross-phase modulation (XPM) from the pump pulse, as

indicated by the asymmetry in the pulse spectrum.

5.2.5 Conclusion

In concluding this section, we have demonstrated the first (to the best of our knowledge), subpicosecond

FOPO using the MI gain in the normal-dispersion regime of a PCF. With this novel scheme, a tuning

range as wide as 200 nm around 1 µm is achieved and pulses as short as 460 fs are generated through

synchronously pumping by a tunable passively mode-locked Yb-fiber laser. This scheme has the potential
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(a) (b)

Figure 5.11: (a) Output power of the Stokes component near 1110 nm as the function of average pump

power. (b) Typical autocorrelation traces of the pump pulse and the output signal pulse. The wider trace

shows the autocorrelation trace for the 1.3-ps-wide pump pulse.

of becoming a practical, fiber-based, broadly tunable, subpicosecond pulse source around 1 µm.
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6 Vector Soliton Fission and Supercontinuum

Generation

In this chapter, we look into the propagation regime in which a femtosecond pulse propagates inside a

photonic-crystal or tapered fiber. In this case, all the nonlinear processes, like SPM, XPM, SRS, FWM,

would participate in the pulse evolution and the pulse dynamics exhibits peculiar features. We investigate

the vectorial nature of soliton fission in an isotropic nonlinear medium both theoretically and experimen-

tally. As a specific example, we show that supercontinuum generation in a tapered fiber is extremely

sensitive to the input state of polarization. Multiple vector solitons generated through soliton fission

exhibit different states of elliptical polarization, while emitting nonsolitonic radiation with complicated

polarization features. Experiments performed with a tapered fiber agree with our theoretical description.

This work is done in collaboration with Prof. W. H. Knox’s group [1].

6.1 Introduction

Solitons represent a fascinating manifestation of the nonlinear phenomena in nature and occur in many

branches of physics [2]-[4]. In the context of optics, solitons forming inside optical fibers have attracted

the most attention [5]. It was discovered during the 1980s that higher-order optical solitons undergo fis-

sion when input pulses exciting them were relatively short [6]. This fission process has become relevant

in recent years with the advent of new types of fibers, such as photonic-crystal fibers (PCF) and ta-

pered fibers, because of their unique nonlinear and dispersive properties [7]. Femtosecond optical pulses

propagating inside such fibers can generate supercontinuum (SC), spanning a broad spectral region from

violet to infrared, even when the spectrum of input pulses is only a few nanometer wide [8, 9]. The

underlying physical mechanism behind SC generation in the anomalous-dispersion regime is believed to

be associated with the fission of higher-order solitons [10].

Although SC generated inside birefringent PCF exhibits polarization-dependent features [11]-[13],
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soliton-fission process in nearly isotropic fibers has so far been modelled using a scalar nonlinear Schrödinger

(NLS) equation [10]. Nonlinear effects in optical fibers are known to be highly polarization-dependent

[6]. For this reason, we expect the soliton-fission process to be sensitive to pulse polarization even in an

isotropic fiber. Indeed, the polarization issues were first studied in 1974 in the context of collisions of

two vector solitons [14]. In this chapter, we study, both theoretically and experimentally, SC generation

inside isotropic tapered fibers and show that the vectorial nature of soliton fission is important and af-

fects the SC even in the absence of fiber birefringence. Our results show that the fission of a higher-order

soliton generates multiple vector solitons that are polarized elliptically along well-defined directions on

the Poincaré sphere.

6.2 Numerical Simulations

Our numerically simulations are performed using parameter values appropriate for the tapered fiber used

in the experiment. n2 ≈ 3×10−20 m2/W is used for silica fibers and the effective core area aeff is∼3 µm2

at 920 nm. We estimate β2 =−24.18 ps2/km and γ = 44.8 W−1/km; other dispersion parameters were

calculated using a known technique [9]. The group-velocity dispersion (GVD) curve for the tapered fiber

is shown in Fig. 6.1. GVD is anomalous in the spectral region above the zero-dispersion wavelength of

802.6 nm. An intense pulse launched in this spectral region will split into multiple solitons which si-

multaneously emit dispersive waves because of high-order fiber dispersion, leading to dramatic temporal

and spectral variations of the whole pulse [10].

The propagation of ultrashort pulses inside an isotropic optical fiber is governed by Eq. (2.26) without

the birefringence and PMD term. The third-order nonlinear polarization takes the form of Eq. (2.27),
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Figure 6.1: Group-velocity curve for the tapered fiber used for simulation.
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Figure 6.2: Numerically simulated temporal (a) and spectral (b) patterns at a distance of 1.6, 8, and 12 cm

when a 150-fs pulse is launched into a tapered fiber. The black and gray curves show the two linearly

polarized components, respectively. The scalar case at z = 12 cm is also shown for comparison.

where the nonlinear response is given by Eq. (2.6). We neglect the anisotropic part of Raman response

because of its negligible magnitude compared with the isotropic one [15]. The isotropic Raman response

is taken to be the most-often used Lorentzian form of [6]

Ra(τ) =
τ2

1 + τ2
2

τ1τ2
2

exp(−τ/τ2)sin(τ/τ1), (6.1)

where τ1 = 12.2 fs and τ2 = 32 fs [6].

We solve Eq. (2.26) numerically with the split-step Fourier method [6] for an almost linearly polar-

ized input “sech” pulse. More specifically, we use A(0,τ) =
√

P0 sech(τ/τ0)(cosθ , isinθ), where the

ellipticity angle θ = 1.43◦ corresponds to <0.1% of the input power into the y-polarized component of

the pulse. For a peak power P0 = 10 kW and a pulse width τ0 = 85 fs (FWHM = 150 fs), the input pulse

excites a soliton whose order is N = (γP0τ2
0 /|β2|)1/2 ≈ 12.

Figure 6.2 shows the temporal and spectral evolution of the pulse at three propagation distances.

During the initial stage of pulse compression, the pulse remains almost linearly polarized, and no splitting

occurs until z = 1.6 cm. Beyond that distance, the higher-order soliton undergoes fission and breaks

into multiple fundamental vector solitons with different states of polarization (SOPs). The SOP of the

rightmost soliton in Fig. 6.2(a) is close to linear, but others are elliptically polarized. For example, the

second soliton has an ellipticity angle of 5.4◦, but the third one has an ellipticity angle of 15.4◦. The

fourth soliton has an ellipticity angle of 16◦, and its SOP rotates in a direction opposite to the second

and third solitons. The temporal structure near τ = 0 contains the remaining pulse energy and exhibits

even more complex polarization features. Successive solitons emerge from this structure. In general, the
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later the vector soliton is created, the more complicated is its polarization behavior. A comparison of the

scalar and vector traces at a distance of 12 cm shows that the vectorial nature of the fission affects the

delay experienced by individual solitons.

The spectra shown in Fig. 6.2(b) reveal the details of SC generation in a tapered fiber. After the

fission of the higher-order soliton, all individual solitons experience a large frequency downshift and

time dalay because of intrapulse Raman scattering [6, 16]. The soliton created the earliest is delayed

the most because it undergoes the most red shift. As the spectra of these solitons overlap, they interfere

with each other and produce the fine oscillatory structure seen in Fig. 6.2(b). However, since the orthog-

onally polarized components do not interfere with each other, the magnitude of such oscillations varies

dramatically with distance. The spectrum at 12 cm is quite different from that predicted by the scalar

NLS equation, indicating that the vectorial effects must be included even when the fiber has almost no

birefringence.

The important question is why the SOP of the input pulse changes so drastically in an isotropic

nonlinear medium. The answer is provided by the fact that as long as the y component of the field is not

zero, the two polarization components are coupled nonlinearly. More precisely, self-phase modulation

(SPM), XPM, and other higher-order nonlinear effects such as self-steepening and stimulated Raman

scattering induce energy transfer between them. Under conditions appropriate for SC generation, the

combined effects of SPM and higher-order dispersion dramatically amplify the energy transfer and split

the input pulse into multiple parts interacting with each other through XPM. Such interactions induce

drastic polarization variations as the input pulse evolves into individual solitons and dispersive waves.

To gain more physical insight, we introduce a time-dependent Stokes vector Ŝ(z,τ), whose tip moves

on the Poincaré sphere with north pole as the left circular polarization [17]. Figure 6.3 depicts the motion

of Ŝ on this sphere under four different conditions. Figure 6.3(a) shows Ŝ across the pulse at z = 1.6 cm.

Since the input pulse is almost linearly polarized, SPM rotates the Stokes vector around the vertical

axis [6]. Different parts of the pulse acquire slightly different SOPs but all parts remain nearly linearly

polarized. As the compressed pulse is highly chirped, such temporal SOP variations are associated with

different frequency components and are responsible for the vectorial nature of the fission process.

After 1.6 cm, higher-order dispersive effects keep moving the upshifted and downshifted frequency

components of the pulse toward its tailing edge and initiate the fission process. The compressed pulse

splits into multiple components that develop different SOPs through the intense interactions between

nonlinearity and dispersion. Various temporal components of the pulse with different SOPs collide with

one another as they evolve into individual solitons and generate dispersive waves, as seen in Fig. 6.2(a).

The soliton that is created first (at a distance of about 2 cm in our case) has nearly the same polarization

as the input pulse because such collisions do not last long enough to induce large polarization variations.
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Solitons created further down the fiber acquire elliptical SOPs since their interactions with other temporal

components last longer and hence can induce considerable polarization rotation on individual solitons.

Generally speaking, the ellipticity of a vector soliton created through fission depends on the time it is

perturbed by the induced nonlinear polarization rotation; the earlier the soliton is formed, the less its

SOP changes.

Figure 6.3(b) and 6.3(c) show the front and the back of the Poincaré sphere on which we depict the

SOPs of the entire temporal pattern created at a distance of 12 cm (see Fig. 6.2). Once a vector soliton

is formed, its SOP is no longer affected by XPM since its two orthogonally polarized components are

bound together and form a pair (the so-called soliton trapping). However, its SOP still evolves in a

periodic fashion along the fiber because of SPM. This periodic evolution is shown in Fig. 6.3(d) for the

4 solitons up to a distance of 20 cm. The Stokes vector, averaged over the soliton profile, rotates around

the vertical axis for each soliton. Note that Fig. 6.3(d) shows SOP changes as function of distance in
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Figure 6.3: Polarization patterns in 4 different cases; grayness of dots indicates intensity. (a) temporal

pattern at z = 1.6 cm; (b) temporal pattern at z = 12 cm; (c) back of the Poincaré sphere at z = 12 cm;

(d) z-dependent polarization evolution of four vector solitons.
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contrast with the other 3 parts of Fig. 6.3 where SOP varies with time at a fixed distance. Several other

features of Fig. 6.3(d) are noteworthy. As explained earlier, the SOP of the first soliton changes little and

it remains almost linearly polarized. The second and third solitons rotate their SOPs counterclockwise,

whereas those of the first and fourth solitons rotate clockwise. The rotation rates are also different for

all solitons. For example, the second soliton changes polarization in a periodic fashion with a 19.8-cm

period but the third one with a period of about 10.4 cm.

An interesting feature seen in Figs. 6.3(b) and 6.3(c) is that the SOPs of nonsoliton radiation, or

dispersive waves (light gray dots), is spread over the entire Poincaré sphere. Physically, as solitons are

perturbed by higher-order dispersive and nonlinear effects, they shed part of their energy in the form of

dispersive waves. Frequencies of these waves are often shifted toward the blue side, as seen in Fig. 6.2(b),

because of a phase-matching condition related to four-wave mixing. The SOP of a dispersive wave is set

by the SOP of the soliton at the time the radiation is emitted. Since SOPs of the solitons are not fixed but

evolve with distance, the SOPs of dispersive waves eventually spread over the entire Poincaré sphere.

In the spectral domain, dispersive waves show quite complicated polarization characteristics since each

spectral component may get its power from several different solitons. However, because of the phase-

matching condition, a soliton with the most red shift generates dispersive waves with the most blue shift

and correlates in their polarizations.

Our numerical simulations show that the vectorial fission process is very sensitive to the parameters

associated with the input pulse and the fiber. For example even a slight increase in the relative intensity

of the y component at the input end (-30 dB in place of -32 dB) changes the situation enough that even the

first soliton in Fig. 6.2 becomes elliptically polarized. On the other hand, vectorial nature of the soliton

fission persists numerically even when the relative intensity level of the y component is down to -50 dB. A

commercial mode-locked laser typically contains more power in the orthogonally polarized component

than that, indicating that such polarization effects should be observable experimentally. As realistic fibers

inevitably exhibit some birefringence, we have included its effects in our numerical simulations using

an index difference of δn = 10−8 for the two polarization components. We find that the results and our

conclusions do not change as long as the beat length is much longer than the fiber length used for SC

generation.

6.3 Experimental Verification

Our experiments were performed in collaboration with Prof. Knox’s group using a tapered fiber which

has a 17-cm-long waist with 2.7 µm diameter, two 2-cm-long transition regions, and the head and tail

sections of 10 cm [18]. As the fiber is carefully tapered, its birefringence is expected to be small (δn ∼
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Figure 6.4: Experimental SC spectra obtained by rotating a polarizer placed at the output end of the

tapered fiber. The black and gray curves show orthogonally polarized components. Polarization contrast

is maximized (a) for the rightmost spectral peak and (b) for the peak before that.

10−8). We verified that this indeed was the case by sending a linearly polarized low-power beam into

the fiber and varying the input polarization angle. Mode-locked pulses of 100-fs width, generated from a

Ti:sapphire laser (Mai Tai) operating at 920 nm at a repetition rate of 80 MHz with an average power of

300 mW, are coupled into the fiber and the generated SC spectrum is recorded with a resolution of 10 nm

using an optical spectrum analyzer. In contrast with the case of birefringent PCF [11]-[13], we did not

observe any significant change in the recorded spectrum while rotating the input polarization angle; this

feature verifies that our fiber has negligible birefringence.

To analyze the polarization properties of the SC, we inserted a frequency-independent polarizer at

the output end. Figure 6.4(a) shows the spectra for orthogonal polarizations when the polarizer was

oriented to maximize the contrast between the two components for the rightmost spectral peak located

at 1180 nm. We recorded a series of such spectra to average the experimental data reported below. We

found that the first soliton is elliptically polarized, and the polarization ellipse is oriented at about 3◦

with respect to the input. The 17.9-dB contrast (average value) for this peak corresponds to an ellipticity

angle of θ = 7.3◦ ± 1.5◦. Notice that the polarization properties of this soliton correlate well with

the most blue-shifted dispersive-wave component near 580 nm, as expected from our theory. Figure

6.4(b) shows the cases in which polarizer is oriented to provide maximum contrast of 15.5 dB for the

second spectral peak at 1080 nm. The ellipticity angle is 9.5◦± 2◦ for this soliton, and its principal

axes are oriented at 30◦ with respect to the input. Other spectral peaks at 990 nm and 1020 nm are

even more elliptically polarized. However, since their spectra overlap considerably, it is difficult to
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distinguish between them. In general, the closer the peak to the input wavelength, the more complicated

and unstable is its polarization behavior. We have performed numerical simulations using parameter

values most appropriate to our experiment. We find that the ellipticity angles for the first two solitons

are 7.2◦ and 8.6◦, respectively. These numbers agree reasonably well with our data within experimental

errors. Some discrepancy may also be due to our neglect of the slight anisotropic nature of Raman

process. The oscillatory structure seen in Fig. 6.2(b) does not appear in the experimental spectra because

of a relatively low resolution of the optical spectrum analyzer and the averaging induced by its long

response time [19]-[21].

6.4 Conclustions

In conclusion, we have shown that the vectorial nature of soliton fission plays an important role in

SC generation in weakly birefringent and isotropic fibers. The fission-generated vector solitons are

elliptically polarized even when the input pulse is almost linearly polarized. Experiments performed

with a tapered fiber agree well with the theory and numerical simulations. Our research suggests that SC

generation in weakly birefringent fibers is rarely a scalar process, as often assumed in previous work.

The polarization effects discussed here might affect not only the coherence properties of SC [19] but also

its characterization through polarization gating [20] or frequency-resolved optical gating [21], both of

which are sensitive to the polarization properties of the SC. As a final remark, although we have focused

on tapered fibers, our conclusions should hold for soliton fission in any fast-responding medium with

Kerr-type nonlinearity.
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7 Raman Response Function for Silica Fibers

In this chapter, we show [1] that the commonly used Lorentzian form of the Raman response function

for studying propagation of ultrashort pulses in silica fibers does not properly account for the shoulder

in the Raman gain spectrum originating from the Boson peak. We propose [1] a more accurate form of

this response function and show that its predictions for the Raman-induced frequency shift are in better

agreement with experiments.

7.1 Introduction

The nonlinear effects in optical fibers affect considerably the propagation of ultrashort pulses and lead

to a variety of interesting optical phenomena such as Raman-induced frequency shifts (RIFS), soliton

fission, and supercontinuum generation [2]. The Raman effect is known to impact ultrashort pulses,

and its inclusion is essential in any theoretical modeling. Indeed, numerous efforts have been made

to characterize the nonlinear properties of silica glass and fibers [3]–[9], and to model the associated

nonlinear response [10]-[13]. In general, it has the form R(τ) = (1− fR)δ (τ)+ fRhR(τ), where the two

terms account for the instantaneous electronic and retarded molecular responses, respectively [2]. The

Raman response function hR(τ) exhibits complicated dynamics [11] because of the amorphous nature of

silica glass [3, 4].

Although Raman response can be modeled fairly accurately by a superposition of 13 Lorentzian–

Gaussian functions [13], such a model is often impractical owing to its complexity. At the other extreme,

Raman response is approximated by damping oscillations associated with a single vibrational mode [12],

resulting in a Lorentzian-shape gain spectrum (thin dashed curve in Fig. 7.1). It uses three parameters to

provide the correct location and peak value of the dominant peak in the Raman gain spectrum (thin solid

curve with dots in Fig. 7.1). Because of its simplicity, this simple model is widely used to investigate
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Figure 7.1: Raman gain spectra for two polarization configurations (thin solid curves with dots) based

on experimental data [7]. The dashed curve shows the conventional Lorentzian model; thick solid curves

show our model.

ultrafast nonlinear phenomena in optical fibers. Although it explains the qualitative behavior reasonably

well, this model underestimates the magnitude of Raman gain considerably in the frequency range below

10 THz, while overestimating it beyond 15 THz. Consequently, it does not provide a correct quantitative

description of Raman-induced phenomena and leads to difficulty in comparing theory and experiments.

We show in this chapter that the problem can be fixed by considering the anisotropic nature of Raman

scattering and introducing an appropriate but simple form for the anisotropic part of the Raman response.

7.2 Tensor Nature of Raman Response Function

In general, the third-order nonlinear response of silica fibers should be described by a tensor in the

form of Eq. (2.6) in Chap. 2 [3]. The often-used scalar form of the nonlinear response is given by

R(3)
xxxx(τ) = (1− fR)δ (τ) + fR[Ra(τ) + Rb(τ)]. Equation (2.6) indicates that the Raman gain in silica

fibers consists of contributions from isotropic and anisotropic molecular responses given by ga(Ω) ≡

2γ fRIm[R̃a(Ω)] and gb(Ω)≡ 2γ fRIm[R̃b(Ω)], respectively, where γ = n2ω0/c is the nonlinear parameter

[2]. Here, R̃ε(Ω) (ε = a,b) is the Fourier transform of Rε(τ) defined as R̃ε(Ω) =
∫

∞

−∞
Rε(τ)exp(iΩτ)dτ .

From Eq. (2.6), the Raman gain for copolarized and orthogonally polarized pumps is found to be [3]

g‖(Ω) = ga(Ω)+gb(Ω) and g⊥(Ω) = gb(Ω)/2. Figure 7.2 shows the spectra of g‖ [7] and the associated

decomposed ga and gb (g⊥ is shown in Fig. 7.1). Although the anisotropic part provides a relatively

small Raman gain for an orthogonally polarized signal, its contribution to the copolarized Raman gain
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Figure 7.2: Decomposition of the copolarized Raman gain into its two parts ga and gb. The dashed curve

shows the fit based on the simple Lorentzian model.

dominates in the low-frequency region. Figure 7.2 shows clearly that it is the anisotropic response that

is responsible for the shoulder around 3 THz in the copolarized Raman gain.

Physically, the isotropic Raman response stems dominantly from the symmetric stretching motion of

the bridging oxygen atom in the Si-O-Si bond [4]. It turns out that this motion, and the resulting Raman

gain ga, can be described well by the widely used single-Lorentzian model. For this reason, we adopt it

for the isotropic response and use Ra(τ) = faha(τ), where ha(τ) is given by [12]

ha(τ) =
τ2

1 + τ2
2

τ1τ2
2

exp(−τ/τ2)sin(τ/τ1), (7.1)

and fa represents the fractional contribution of Ra to total copolarized Raman response. By using the

values τ1 = 12.2 fs and τ2 = 32 fs [12], and choosing fa = 0.75, we find that ga in Fig. 2 can be fitted

quite well with Eq. (7.1), especially in the spectral region below 14 THz. If we can find an appropriate

function for the anisotropic Raman response Rb(τ), we should be able to provide an accurate description

of the total nonlinear response.

Figure 7.2 shows that gb, and the corresponding g⊥ in Fig. 1, exhibit a broad peak in the frequency

region around 3 THz. Such a low-frequency peak is known as the Boson peak and is a universal feature

of amorphous glassy substances [14, 15]. Although its physical nature is still under debate [14]-[20],

the Boson peak reflects an excessive density of vibrational states, resulting from multiple effects (such

as localization of vibrational motions in a vitreous state). The Boson peak in g⊥ can be described by a

Lorentzian function with a cubic dependence on frequency on its low-frequency side [14, 16]. We have
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found that the corresponding temporal response can be modeled by a simple function of the form

hb(τ) =
1
τb

(
2− τ

τb

)
exp(−τ/τb), (7.2)

where a single time constant τb governs the response because of the low-frequency nature of the Boson

peak.

Moreover, gb exhibits a flat spectral plateau between 8−15 THz which cannot be completely ac-

counted for by Eq. (7.2). It not only coincides with the broadband peak of ga, but it also exhibits a

drop-off around 15 THz similar to ga. These features suggest that this spectral portion of gb shares a

common physical origin with the dominant peak of ga, probably because of the participation of other

bond-bending motions or the existence of strong intermediate-range correlations between nearby bonds

[4]. Based on the preceding discussion, we propose the following form for the anisotropic part of the

Raman response in fused silica:

Rb(τ) = fbhb(τ)+ fcha(τ), (7.3)

where fb and fc represent the fractional contributions of hb(τ) and ha(τ), respectively. In our model, the

copolarized nonlinear response is given by

R(3)
xxxx(τ) = (1− fR)δ (τ)+ fR[( fa + fc)ha(τ)+ fbhb(τ)] (7.4)

with fa + fc + fb = 1. By choosing τb = 96 fs to account for the spectral width of the Boson peak together

with fb = 0.21 and fc = 0.04, we find in Fig. 7.1 that both g‖ and g⊥ are fitted very well by our model

over the frequency range 0–15 THz.

Figures 7.1 and 7.2 show only the normalized Raman gain spectra. To obtain a realistic value of

the peak Raman gain, we need to assign an appropriate value to the factor fR in Eq. (2.6). If we use

n2 = 2.6× 10−20 m2/W for silica fibers [2], the choice fR = 0.245 in our model yields a peak Raman

gain equal to the experimental value of gR = 1.2× 10−11 cm/W at 795.5 nm [5] (corresponding to

gR = 1.81× 10−11 cm/W at 526 nm [7]). With this choice, not only our model provides Raman gain

accurately over the spectral range 0–15 THz, but it also describes well the Raman-induced changes in the

nonlinear refractive index over the same frequency range, since the two are related through the Kramers–

Kronig relation [3]. This can be seen clearly in Fig. 7.3, where we plot the nonlinear refractive index

given by the real part of R̃(3)
xxxx(Ω).

Our value of fR is slightly higher than the experimental value of about 0.2 [11, 12] because our model

overestimates the Raman gain in the spectral region beyond 15 THz. This causes an underestimation of

the electronic contribution to nonlinear refractive index by 5% or so, as seen in Fig. 7.3, when the fre-

quency shift exceeds 20 THz and where Raman contribution is negligible. However, this underestimation
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Figure 7.3: Normalized nonlinear refractive index. Thin solid curve: experimental data [7]; thin dashed

curve: conventional Lorentzian model; thick solid curve: our model.

does not affect the description of nonlinear effects until the pulse becomes so short that it contains only a

few optical cycles. We expect our model to provide a relatively accurate description of nonlinear effects

for pulses as short as 30 fs.

7.3 Application to Short-Pulse Propagation

As a simple application of our model, we focus on the RIFS of solitons. For a linearly polarized soliton,

the RIFS increases along the fiber at a rate governed by [21]

dω̄

dz
=− EsΩ0

2πAeff

∫
∞

0

g‖(Ω)(Ω/Ω0)3

sinh2(Ω/Ω0)
dΩ, (7.5)

where ω̄ is the carrier frequency of soliton, Es is the soliton energy, Ω0 = 4ln(1+
√

2)/(πTs) is related to

the soliton width Ts (FWHM), and Aeff is the effective mode area. Figure 7.4 shows the normalized rate

of RIFS, defined as |dω̄/dz|Aeff/(gREs). Clearly, our model provides a relatively accurate description of

RIFS and its predictions nearly coincide with that based on the experimental Raman spectrum. However,

the conventional single-Lorentzian model [12] underestimates RIFS rate by about 40% for pulse widths

in the range of 100 to 500 fs. When pulse width decreases below 100 fs, the contribution of the broad

Raman-gain peak begins to dominate, and the discrepancy between the two models decreases.

To further explore the implications of our model, we have studied propagation of a 300-fs sech pulse

at 1200 nm with 960-W peak power along a 5-m-long microstructured fiber numerically by solving the

generalized NLSE (2.26). The fiber with a 2.5-µm core diameter is assumed to have a large air-filling
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Figure 7.4: RIFS rate as a function of soliton width Ts for our model (thick solid line) and for the

conventional model (dashed line). Thin solid curves is based on the experimental Raman spectrum.

The inset shows output spectra obtained numerically for a 300-fs pulse, assumed to maintain its linear

polarization.

fraction so that its dispersion can be modeled as a glass rod surrounded by air. The inset of Fig. 7.4 shows

the output spectra. Because of fiber dispersion, the input pulse splits into two parts, one of which forms

a soliton whose width changes from about 60 to 100 fs along the fiber, resulting in a net RIFS of 175 nm.

Our proposed model shows excellent agreement with the one obtained using the experimental Raman

spectrum. However, the conventional model based on Eq. (7.1) underestimates the RIFS by about 20%.

7.4 Conclusions

In conclusion, we show that the conventional single-Lorentzian model does not provide an accurate

quantitative description of the Raman response. The reason is found to be related to the anisotropic part

of the Raman response that is ignored by this often-used model. Based on the notion of the Boson peak,

we introduce a simple function to account for this anisotropic part and show that the new model fits

quite well both the Raman gain and the Raman-induced changes in the nonlinear refractive index over

a frequency range 0–15 THz. We show that the predictions of our model for the RIFS are expected to

be much closer to the experimental predictions. Our model can also be used to describe quantitatively

various Raman-related vectorial nonlinear phenomena.
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8 Nonlinear Effects in Long Fibers

In this chapter, we provide the derivation of the general formalism that will be used in the following

chapters to describe various nonlinear effects in optical fibers that are long enough that the effects of

random birefringence cannot be ignored.

8.1 Introduction

In the following few chapters, we will turn our attention to nonlinear effects occurring in optical fibers

whose lengths are in a scale of kilometer or even longer. In this case, fiber properties cannot be treated

constant along the fiber because, in practice, both internal manufacturing imperfections and external

environmental factors introduce perturbations to fiber properties and result in residual birefringence in-

side fibers. Such birefringence not only changes randomly in both its magnitude and orientation along

the fiber length, but also varies in time because of time-dependent environmental variations (such as

temperature and stress variations).

Randomly varying birefringence may lead to several significant effects on optical waves propagating

inside a fiber. First, it would change the state of polarization (SOP) randomly on a length scale of birefrin-

gence correlation length, which is of the order of 10–100 meters depending on fiber handling conditions

[1]-[3]. Second, fiber birefringence is frequency dependent, which would depolarize randomly the rela-

tive polarizations among optical waves of different frequencies. This phenomenon is known as random

polarization-mode dispersion (PMD) and the relative depolarization occurs on a length scale of PMD

diffusion length, which depends on frequency separation between the two optical waves. If the optical

wave is in the form of pulses, relative depolarization would occur across its spectrum, which manifests

in the time domain as random differential group delay (DGD) between its two polarization modes and

eventually broadens and distorts the pulse. The PMD phenomenon has been extensively studied in recent
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years in the context of optical communications [1]-[12] as it is found to be a serious limiting factor to

high-speed fiber-optic communications.

On the other hand, as discussed in previous chapters, third-order nonlinear effects in optical fibers,

such as SPM, XPM, SRS, FWM, are all strongly polarization dependent because of the spin conservation

among the interacting photons. Therefore, if nonlinear interactions occur inside a long fiber, they would

be significantly impacted by random birefringence and associated PMD. As various nonlinear effects

are widely used in many applications such as soliton transmission, optical amplification, wavelength

conversion, optical switching, signal shaping and regeneration, etc., fiber nonlinearities have become

essential to realize future all-optical networks. Random birefringence and PMD would have serious

impacts on the performance of all fiber devices based on long-length-scale nonlinearities. Therefore, it is

important to find a way to quantify such impacts and to find possible ways to mitigate the impacts. In this

short chapter, I develop a general formalism of nonlinear wave propagation in the presence of random

birefringence and PMD. It will be used in the following chapters to discuss various nonlinear effects.

8.2 Jones and Stokes Formalisms for Wave Propagation

It is convenient to use the Jones-matrix notation to discuss the polarization effects [6]. In the Jones space,

the GNLSE, Eq. (2.26), for the field vector |A(z, t)〉 becomes

∂ |A〉
∂ z

=
+∞

∑
m=0

im+1βm

m!
∂ m|A〉
∂ tm − i

2
B ·σ

(
ω0 + i

∂

∂ t

)
|A〉+ iγ

[
1+ iη

∂

∂ t

]
|PNL〉, (8.1)

where the nonlinear polarization vector of Eq. (2.27) now appears as

|PNL(z, t)〉 =
fE

3
[2〈A(z, t)|A(z, t)〉+ |A∗(z, t)〉〈A∗(z, t)|] |A(z, t)〉

+ fR

{∫ t

−∞

Ra(t− τ)〈A(z,τ)|A(z,τ)〉dτ

}
|A(z, t)〉

+
fR

2

{∫ t

−∞

Rb(t− τ) [|A(z,τ)〉〈A(z,τ)|+ |A∗(z,τ)〉〈A∗(z,τ)|]dτ

}
|A(z, t)〉, (8.2)

where 〈A∗(z, t)| and |A∗(z, t)〉 denotes the Hermitian and complex conjugate of |A(z, t)〉, respectively. In

Eq. (8.1), we have rewritten the birefringence tensor in the form of Pauli spin vector [6] as
↔
B ≡B ·σ,

where B is a three-dimensional Stokes vector and the spin vector is formed by use of Pauli matrices as

σ = σ1ê1 +σ2ê2 +σ3ê3, where ê1, ê2, and ê3 are the three unit vectors in the Stokes space and [6]

σ1 =

1 0

0 −1

 , σ2 =

0 1

1 0

 , σ3 =

0 −i

i 0

 . (8.3)
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8.3 Birefringence Fluctuations

In practice, a moderate power is generally used to excite the nonlinear effects in practical devices. The

interaction length scale is about ∼1 km, much longer than both the beat length and the correlation length

of random residual birefringence (∼ 10 m [2]). Clearly, residual birefringence would introduce rapid

random polarization variations even before nonlinearities start to have an effect. Equation (8.1) shows

that such rapid SOP variations can be described by a Jones matrix
↔
T which satisfies

d
↔
T

dz
=− iω0

2
B ·σ

↔
T . (8.4)

The unitary matrix
↔
T in Eq. (8.4) corresponds to random rotations of the Stokes vector on the Poincaré

sphere that do not change the vector length. In the Jones (SU2) space, it can be written in the form [13]

↔
T =

a1 −a∗2

a2 a∗1

 , (8.5)

where |a1|2 + |a2|2 = 1. If we introduce a Jones vector |a〉 with its two elements as a1 and a2, this vector

satisfies
d|a〉
dz

=− iω0

2
B ·σ|a〉. (8.6)

Since random birefringence makes all SOPs equally likely, |a〉 can be expressed in its most general form

as

|a(z)〉= e−iϕ0/2

 cos(θ/2)e−iϕ/2

sin(θ/2)e+iϕ/2

 , (8.7)

where ϕ0(z) and ϕ(z) are uniformly distributed in the range [0,2π] and cosθ(z) is uniformly distributed

in the range [−1,1]. Thus, the most general form of the transformation matrix
↔
T is given by

↔
T (z) =

 cos(θ/2)e−i(ϕ0+ϕ)/2 −sin(θ/2)ei(ϕ0−ϕ)/2

sin(θ/2)e−i(ϕ0−ϕ)/2 cos(θ/2)ei(ϕ0+ϕ)/2

 . (8.8)

As
↔
T (z) evolves only on a length scale of the birefringence correlation length, SOPs of optical waves

vary so rapidly and randomly during nonlinear interaction along the fiber that only the average SOPs

have an effect on nonlinear interactions. As we are only concerned about the nonlinear interactions, we

can remove such rapid SOP variations by adopting a rotating frame through a unitary transformation

|A(z, t)〉=
↔
T (z)|A′(z, t)〉. Eq. (8.1) in such a rotating frame then becomes

∂ |A′〉
∂ z

=
+∞

∑
m=0

im+1βm

m!
∂ m|A′〉

∂ tm +
1
2
b ·σ ∂ |A′〉

∂ t
+ iγ

[
1+ iη

∂

∂ t

]
|(PNL)′〉, (8.9)
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where the transformed nonlinear polarization |(PNL)′〉 becomes

|(PNL)′(z, t)〉=
fE

3

[
3〈A′(z, t)|A′(z, t)〉−〈A′(z, t)|

↔
T

†
σ3

↔
T |A′(z, t)〉

↔
T

†
σ3

↔
T

]
|A′(z, t)〉

+ fR

{∫ t

−∞

Ra(t− τ)〈A′(z,τ)|A′(z,τ)〉dτ

}
|A′(z, t)〉+ fR

2

{∫ t

−∞

Rb(t− τ)[
2|A′(z,τ)〉〈A′(z,τ)|− 〈A′(z,τ)|

↔
T

†
σ3

↔
T |A′(z,τ)〉

↔
T

†
σ3

↔
T

]
dτ

}
|A′(z, t)〉, (8.10)

and we have used the relations

|A∗〉〈A∗| = |A〉〈A|− 〈A|σ3|A〉σ3, (8.11)

|A〉〈A| = [〈A|A〉+ 〈A|σ|A〉 ·σ]/2. (8.12)

8.4 Slowly Varying Polarization Approximation

Similar to the SVEA discussed in Chapter 2, we can employ a slowly varying polarization approximation

(SVPA), by averaging over random
↔
T in Eq. (8.10), to study the nonlinear dynamics on a length scale of

the nonlinear length. It is easy to show that [13]

〈A′|
↔
T

†
σ3

↔
T |A′〉

↔
T

†
σ3

↔
T =

1
3
〈A′|σ|A′〉 ·σ, (8.13)

where an overbar denotes an average over the random polarization variation induced by
↔
T . Substituting

Eq. (8.13) into Eq. (8.10) and dropping the prime and average notation in both Eqs. (8.9) and (8.10), we

obtain

∂ |A〉
∂ z

=
+∞

∑
m=0

im+1βm

m!
∂ m|A〉
∂ tm +

1
2
b ·σ ∂ |A〉

∂ t
+ iγ

[
1+ iη

∂

∂ t

]
|PNL〉, (8.14)

where the nonlinear polarization |PNL〉 is now given by

|PNL(z, t)〉=
8 fE

9
〈A(z, t)|A(z, t)〉|A(z, t)〉

+ fR

{∫ t

−∞

[
Ra(t− τ)+

1
6

Rb(t− τ)
]
〈A(z,τ)|A(z,τ)〉dτ

}
|A(z, t)〉

+
2 fR

3

{∫ t

−∞

Rb(t− τ)|A(z,τ)〉〈A(z,τ)|dτ

}
|A(z, t)〉. (8.15)

In Eq. (8.14), b is related to B by a rotation as b =
↔
R
−1

B, where
↔
R is the three-dimensional rotation

matrix in the Stokes space that is isomorphic to
↔
T in the Jones space, i.e.,

↔
Rσ =

↔
T

†
σ

↔
T . As the rotation

induced by
↔
R is completely random in the three dimensions of Stokes space (as long as the fiber length

is much longer than the birefringence correlation length), the vector b(z) can be modeled as a three-

dimensional stochastic process whose first-order and second-order moments are given by [14]

b(z) = 0, b(z1)b(z2) =
1
3

D2
p
↔
Iδ (z2− z1), (8.16)
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where
↔
I is the second-order unit tensor and Dp is the PMD parameter of the fiber [1, 5].
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9 PMD and Stimulated Raman Scattering

In this chapter, we develop a vector theory of the stimulated Raman scattering process for describing the

polarization effects in fiber-based Raman amplifiers [1]-[3]. We use this theory to show that polarization-

mode dispersion (PMD) induces large fluctuations in the amplified signal. It is found that PMD-induced

fluctuations follow a log-normal distribution. We also discuss the random nature of the polarization-

dependent gain (PDG) in Raman amplifiers. Using the concept of a PDG vector, we find the probability

distribution of PDG in an analytic form and use it to show that both the mean and standard deviation

of PDG depend on the PMD parameter inversely when the effective fiber length is much larger than the

PMD diffusion length. We apply our theory to study how PDG can be reduced by scrambling pump

polarization randomly and show that the mean value of PDG is directly proportional to the degree of

pump polarization.

9.1 Introduction

The Raman effect, first observed in 1928 [4], has attracted considerable attention since 1962 when the

phenomenon of stimulated Raman scattering (SRS) was discovered [5]. SRS was first observed in silica

fibers in 1972 [6] and by 1981 it was used to make fiber-based Raman amplifiers capable of providing

more than 30-dB gain [7]. Such Raman amplifiers have attracted considerable attention recently [8]–

[10] because of their potential for providing a relatively flat gain over a wide bandwidth. The theoretical

treatment of Raman amplifiers is often based on a scalar approach [9] even though the Raman gain is

known to be polarization dependent [11]-[16]. A scalar approach can be justified if the polarization

states of the pump and the signal fields do not change along the fiber. This is, however, not the case in

most fibers in which birefringence fluctuations lead to randomization of the state of polarization (SOP)

of any optical field. This effect is known as polarization-mode dispersion (PMD) and has been studied
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extensively in recent years [17]–[20]. Although the effects of PMD on Raman amplification have been

observed experimentally [13]–[16], a vector theory of the SRS process has not yet been fully developed.

In this Chapter, we develop a vector theory of Raman amplification capable of including the PMD-

induced random evolution of the pump and signal polarization states [1, 2]. We use this theory to show

that the amplified signal fluctuates over a wide range because of PMD, and the average gain is signif-

icantly lower than that expected in the absence of PMD. Based on this theory, we find the statistics

of polarization-dependent gain (PDG) and its relationship with the operating parameters of Raman am-

plifiers. The chapter is organized as follows. In Section 9.2 we develop the basic theory using the

Stokes-vector formalism and discuss the simplifying approximations made for obtaining the analytical

results. The average value of the amplified signal and the variance of its PMD-induced fluctuations are

discussed in Section 9.3. The probability density of signal fluctuations is shown to be a log-normal dis-

tribution in Section 9.4. In Section 9.5, we consider the statistics of PDG and show that both the average

and RMS values of PDG can be found in an analytic form. We apply in Section 9.6 the vector theory to

the case in which pump polarization is scrambled randomly to reduce the impact of PMD effects. The

main results are summarized in Section 9.7.

9.2 Vector Theory for SRS

In a Raman amplifier, the pump and signal waves propagate simultaneously, and the total field is given

by

|A(z, t)〉= |Ap(z)〉exp(−iωpt)+ |As(z)〉exp(−iωst), (9.1)

where we have assumed the pump and signal fields are both in the form of continuous waves (CW)

oscillating at frequencies ωp and ωs, respectively. Substituting Eq. (9.1) into Eq. (8.14) and decomposing

into individual frequency components, we obtain the dynamic equations governing the pump and signal

fields along the fiber. For convenience, we set the carrier frequency ω0 = ωp [see Eq. (8.14)], and the

governing equation becomes

ξ
d|A j〉

dz
=
(

iβ j−
α j

2

)
|A j〉−

i
2

Ω jpb ·σ|A j〉+ iγ j

[
8 fE

9
+ fRR̃a(0)+

5 fR

6
R̃b(0)

]
〈A j|A j〉|A j〉

+ iγ j

[
8 fE

9
+ fRR̃a(0)+

fR

6
R̃b(0)+

2 fR

3
R̃b(Ω jm)

]
〈Am|Am〉|A j〉

+ iγ j

[
8 fE

9
+

2 fR

3
R̃b(0)+ fRR̃a(Ω jm)+

fR

6
R̃b(Ω jm)

]
〈Am|A j〉|Am〉, (9.2)

where j, m = p or s (m 6= j), Ω jm = ω j −ωm, and β j and α j account for propagation constants and

fiber losses at ω j. The PMD effects in Eq. (9.2) are governed by the birefringence vector b [23]. We
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have included the propagation direction through ξ : ξ = ±1 depending on the pumping configuration.

In the following analysis, we assume the signal propagates forward but the pump can propagate forward

(ξ = 1) or backward (ξ =−1), depending on the pumping configuration. The nonlinear parameters are

given by γ j = ω jn2/(caeff).

Equation (9.2) looks complicated in the Jones-matrix formalism. It can be simplified considerably

by writing it in the Stokes space [17]. After introducing the Stokes vectors for the pump and signal as

P = 〈Ap|σ|Ap〉 ≡ P1ê1 +P2ê2 +P3ê3, (9.3)

S = 〈As|σ|As〉 ≡ S1ê1 +S2ê2 +S3ê3, (9.4)

and using the relations in Eqs. (8.11) and (8.12), we obtain the following two vector equations governing

the dynamics of P and S in the Stokes space:

ξ
dP

dz
= −αpP −

ωp

2ωs
ga [(1+3µ)S0P +(1+ µ/3)P0S]− εpsS×P , (9.5)

dS

dz
= −αsS +

ga

2
[(1+3µ)P0S +(1+ µ/3)S0P ]− (ΩRb+ εspP )×S, (9.6)

where ΩR = ξ ωp −ωs, µ = gb/(2ga), ga and gb are Raman gain associated with the isotropic and

anisotropic Raman response, respectively, and ε jm provides the magnitude of XPM-induced nonlinear

polarization rotation (NPR). They are given by

ga = 2γsIm[R̃a(Ωps)], gb = 2γsIm[R̃b(Ωps)], (9.7)

ε jm = γ j{8 fE/9+2 fRR̃b(0)/3+ fRRe[R̃a(Ω jm)+ R̃b(Ω jm)/6]}. (9.8)

Equations (9.5) and (9.6) describe SRS under quite general conditions. We make two further simpli-

fications in the following analysis. We neglect both the pump depletion and the signal-induced XPM on

the pump because the pump power is much larger than the signal power in practice. The pump equation

(9.5) then contains only the loss term and can be easily integrated. The effect of fiber losses is to reduce

the magnitude of P but the direction of P remains fixed in the rotating frame.

Equation (9.6) shows clearly that the Raman gain is polarization dependent. The gain coefficient

varies from ga(1 + 5µ/3) to 4µga/3, depending on the angle between the Stokes vectors of the pump

and the signal. Random variations in the fiber birefringence change the relative orientation between S

and P and produce random changes in the Raman gain. However, the last term εspP ×S in Eq. (9.6)

accounts for the XPM-induced NPR and does not affect the Raman gain because of its deterministic

nature. We can eliminate this term by making a further transformation

V = exp
{
−εsp

[∫ z

0
P0(z)dz

]
p̂×
}

V ′, (9.9)
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where p̂ represents the unit vector on the Poincaré sphere in the direction of P and V is an arbitrary

vector in the Stokes space. After doing so, Eq. (9.6) reduces to

dS

dz
=−αsS +

ga

2
[(1+3µ)P0S +(1+ µ/3)S0P ]−ΩRb′×S, (9.10)

where b′ is related to b in Eq. (9.6) by a deterministic rotation. From now on, we will drop the prime no-

tation. As optical fibers used for Raman amplification are much longer than the birefringence correlation

length, b(z) can be modelled as a three-dimensional stochastic process whose first-order and second-

order moments are given by Eq. (8.16). As discussed in Appendix B, we should treat all stochastic

differential equations in the Stratonovich sense [25].

Equation (9.10) can be further simplified by noting that the first two terms on its right side do not

change the direction of S and can be removed by a suitable transformation. Making the final transfor-

mation as

S = sexp
{∫ z

0

[ga

2
(1+3µ)P0(z)−αs

]
dz
}

, (9.11)

the dynamic equations governing the power and the SOP of the signal are given by

ds0

dz
=

gR

2
P0(z)p̂ ·s, (9.12)

ds

dz
=

gR

2
P0(z)s0p̂−ΩRb×s, (9.13)

where gR ≡ ga(1+ µ/3), s0 = |s|, and p̂ is the input SOP of the pump.

Equations (9.12) and (9.13) apply for both the forward and backward pumping schemes, but the z

dependence of P0(z) and the magnitude of ΩR depend on the pumping configuration. More specifically,

P0(z) = Pin exp(−αpz) and ΩR = ωp−ωs in the case of forward pumping but P0(z) = Pin exp[−αp(L−z)]

and ΩR = −(ωp + ωs) in the case of backward pumping, where Pin is the input pump power. In the

absence of birefringence (b = 0), s remains oriented along p̂, and we recover the scalar case.

9.3 Average Raman Gain and Output Signal Fluctuations

Equations (9.12) and (9.13) can be used to calculate the power S0 of the amplified signal as well its

SOP at any distance within the amplifier. When the birefringence vector b is z dependent, the solution

depends on how b(z) changes. In the case of PMD, b(z) fluctuates with time. As a result, the amplified

signal S0(L) at the output of an amplifier of length L also fluctuates. Such fluctuations would affect the

performance of any lightwave system making use of Raman amplification. In this section we calculate

the average and the variance of such PMD-induced fluctuations. We focus on the forward-pumping case
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for definiteness. All results can be converted to the case of backward pumping by replacing αp with

−αp, Pin with Pin exp(−αpL), and ΩR = ωp−ωs with ΩR =−(ωp +ωs).

It is useful to introduce the instantaneous amplifier gain G defined as G = S0(L)/S0(0). We use the

vector theory to find the average Raman gain Gav and the signal variance σ2
s by using the definitions

Gav =
〈S0(L)〉
S0(0)

, σ
2
s =

〈S2
0(L)〉

〈S0(L)〉2
−1. (9.14)

To calculate the average signal power 〈S0(L)〉 at the end of a Raman amplifier of length L, we need

to average Eqs. (9.12) and (9.13) using a well-known technique discussed in Ref. [25]. Appendix B

provides the details of the averaging procedure. The final result leads to the following two coupled but

deterministic equations:

d〈s0〉
dz

=
gR

2
P0(z)〈s0 cosθ〉, (9.15)

d〈s0 cosθ〉
dz

=
gR

2
P0(z)〈s0〉−η〈s0 cosθ〉, (9.16)

where η = 1/Ld = D2
pΩ2

R/3, Ld is the PMD diffusion length, and θ is the angle between P and S.

Equations (9.15) and (9.16) are two linear first-order differential equations that can be easily inte-

grated. When PMD effects are quite large, the diffusion length Ld becomes so small that 〈S0 cosθ〉

reduces to zero over a short fiber length ∼ Ld . The average gain is then given by (in dB)

Gav = a[ga(1+3µ)PinLeff/2−αsL], (9.17)

where a = 10/ ln10≈ 4.343 and the effective amplifier length Leff = [1−exp(−αpL)]/αp is < L because

of pump losses. In this case, the PMD reduces the Raman gain coefficient to ga(1 + 3µ)/2, exactly the

average of the copolarized [ga(1+5µ/3)] and orthogonally-polarized (4µga/3) Raman gain coefficients

[11]. If pump losses can be neglected (αp = 0), Eqs. (9.15) and (9.16) can be integrated analytically

because P0 becomes z independent. The average gain in this special case is given by

Gav = [cosh(κL/2)+ sinh(κL/2)(gRPin cosθ0 +η)/κ]exp{[ga(1+3µ)Pin−η−2αs]L/2} , (9.18)

where θ0 is the initial angle between S and P and κ =
[
(gRPin)2 +η2

]1/2.

The variance of signal fluctuations requires the second-order moment 〈S2
0(L)〉 of the amplified signal.

Following the averaging procedure discussed in Appendix B, Eqs. (9.12) and (9.13) lead to the following

set of three linear equations [25]:

d〈s2
0〉

dz
= gRP0(z)〈s2

0 cosθ〉, (9.19)

d〈s2
0 cosθ〉
dz

= −η〈s2
0 cosθ〉+ gR

2
P0(z)[〈s2

0〉+ 〈s2
0 cos2

θ〉], (9.20)

d〈s2
0 cos2 θ〉

dz
= −3η〈s2

0 cos2
θ〉+η〈s2

0〉+gRP0(z)〈s2
0 cosθ〉. (9.21)
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These equations show that signal fluctuations have their origin in fluctuations of the angle θ between

the pump and signal’s Stokes vectors. The SRS process amplifies the copolarized signal component

with the pump but keeps the orthogonally-polarized one almost unchanged. Because of this imbalance,

SRS rotates S toward P as dictated by Eq. (9.13). However, PMD scatters the signal SOP away from

the pump. If PMD is relatively large, θ changes so fast that the signal only experiences an average

local gain everywhere, and the accumulative fluctuations of the output signal are small. Also, if PMD

is negligible, θ changes almost deterministically, and the signal fluctuations are again small. However,

when the effective fiber length is comparable to the PMD diffusion length, the signal experiences random

gain from section to section, resulting in large signal fluctuations.

To illustrate the impact of PMD on the performance of Raman amplifiers, we focus on a 10-km-

long amplifier pumped with 1 W of power using a 1.45-µm laser. The 1.55-µm signal is assumed to

be located at the Raman gain peak (ΩR/2π = 13.2 THz). The Raman gain coefficients have values

ga = 0.60 W−1/km and gb/2 = 0.0071W−1/km [8, 12]. Fiber losses are taken to be 0.273 dB/km

and 0.2 dB/km at the pump and signal wavelengths, respectively. Figure 9.1 shows how the average

gain and σs change with the PMD parameter Dp when the input signal is copolarized (solid curves) or

orthogonally-polarized (dashed curves) to the pump. The curves are shown for both the forward and

backward pumping schemes. When Dp is zero, the two beams maintain their SOPs, and the copolarized

signal experiences a maximum gain of 17.6 dB but the orthogonally-polarized one has a 1.7-dB loss,

irrespective of the pumping configuration. The loss is not exactly 2 dB because a small gain exists for

the orthogonally-polarized input signal (2agbPinLeff/3). As PMD increases, the gain difference between

the copolarized and orthogonally-polarized cases decreases and disappears eventually.

The level of signal fluctuations in Fig. 9.1 increases quickly with the PMD parameter, reaches a peak,

and then decreases slowly to zero with further increase in Dp. The location of the peak depends on the

pumping scheme as well as on the initial polarization of pump. The noise level can exceed 20% for

Dp = 0.05 ps/
√

km in the case of forward pumping. If a fiber with low PMD is used, the noise level can

exceed 70% under some conditions. These results suggest that forward-pumped Raman amplifiers will

perform better if a fiber with Dp > 0.1 ps/
√

km is used. The curves for backward pumping are similar to

those for forward pumping but shift to smaller Dp values and have a higher peak. In spite of an enhanced

peak, the backward pumping produces least fluctuations for all fibers for which Dp > 0.01 ps/
√

km.

Note in Fig. 9.1 that the curves in the case of backward pumping are nearly identical to those for

forward pumping except that they are shifted to left. As a result, the solid and dashed curves merge

at a value of Dp that is smaller by about a factor of 30. This difference is related to the definition of

ΩR = ξ ωp−ωs in Eq. (9.13). In the case of backward pumping, |ΩR|= ωp +ωs is about 30 times larger

than the value of ΩR = ωp−ωs in the forward-pumping case.
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Figure 9.1: (a) Average gain and (b) standard deviation of signal fluctuations at the output of a Raman

amplifier as a function of PMD parameter in the cases of forward and backward pumping. The solid and

dashed curves correspond to the cases of copolarized and orthogonally-polarized signal, respectively.

In practice, fibers used to make a Raman amplifier have a constant value of Dp. Figure 9.2 shows

the average Raman gain and σs as a function of amplifier length for a fiber with Dp = 0.05 ps/
√

km.

All other parameters are the same as in Fig. 9.1. The solid and dashed lines correspond to copolarized

and orthogonally polarized cases, respectively (the two lines are indistinguishable in the case of back-

ward pumping). Physically, it takes some distance for the orthogonally polarized signal to adjust its SOP

through PMD before it can experience the full Raman gain. Within the PMD diffusion length (around

175 m in this case of forward pumping), fiber loss dominates and the signal power decreases; beyond

the diffusion length, Raman gain dominates and the signal power increases. The gain difference seen

in Fig. 9.1 between the copolarized and orthogonally-polarized cases comes from this initial difference.

In the case of backward pumping, The PMD diffusion length becomes so small (about 0.2 m) that this

difference completely disappears. The level of signal fluctuations depends strongly on the relative direc-

tions of pump and signal propagation. In the case of forward pumping, σs grows monotonically with the

distance, reaching 24% at the end of the 10-km fiber. In contrast, σs is only 0.8 % even for a 10-km long

amplifier in the case of backward pumping, a value 30 times smaller than that occurring in the forward-

pumping case. The curves are almost identical for all input signal SOPs when Dp = 0.05ps/
√

km.

So far, we assumed that the signal wavelength coincided with the Raman-gain peak. Figure 9.3 shows

the effect of pump-signal detuning for a 10-km long amplifier under the same conditions. The frequency

dependence of Raman gain coefficients was taken from Ref. [8, 12]. In the case of forward pumping,

the average Raman gain is different for copolarized (solid curve) and orthogonally polarized (dashed

curve) signals, and the difference is larger when the signal frequency is close to the pump. However,
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Figure 9.2: (a) Average gain and (b) level of signal fluctuations as a function of amplifier length for

a fiber with Dp = 0.05 ps/
√

km. The solid and dashed curves correspond to the cases of copolarized

and orthogonally-polarized signal, respectively. The two curves nearly coincide in the case of backward

pumping.

the difference disappears when the signal frequency deviates more than 15 THz from the pump because

of increased PMD effects. In the case of backward pumping, PMD effects are so huge over the whole

spectrum that the differences disappear completely, and the same spectrum (thin line) is obtained for all

input SOPs of the signal. Signal fluctuations depend on the PMD parameter as well as on the Raman

gain. The lager the gain, the larger the fluctuations. For this reason, σs is maximum at the Raman gain

peak. Again, fluctuations in the case of backward pumping are 30 times smaller than those in the case of

forward pumping because of the ratio (ωp +ωs)/(ωp−ωs)≈ 30.

9.4 Probability Distribution of the Amplified Signal

The moment method used in Section 9.3 to obtain the average and variance of the amplified signal

becomes increasingly complex for higher-order moments. It will be much better if we can determine

the probability distribution of the amplified signal because it contains, by definition, all the statistical

information. To this end, we begin by finding the instantaneous gain of the Raman amplifier.

The fluctuating amplifier gain G(L) for a Raman amplifier of length L can be found from Eq. (9.11)–

(9.13) as (in dB)

GdB = a ln
[

S0(L)
S0(0)

]
= a

[ga

2
(1+3µ)PinLeff−αsL

]
+

a
2

gR

∫ L

0
P0(z) [p̂(z) · ŝ(z)]dz, (9.22)
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Figure 9.3: (a) Average gain and (b) level of signal fluctuations plotted as a function of pump-signal

detuning. The solid and dashed curves correspond to copolarized and orthogonally polarized cases,

respectively. The thin solid curve is for a backward-pumped Raman amplifier and does not change much

with signal polarization.

where a = 10/ ln(10) = 4.343 and ŝ is the unit vector in the direction of s. Using s = s0ŝ in Eq. (9.13),

ŝ is found to satisfy
dŝ

dz
=

gR

2
P0(z) [p̂− (p̂ · ŝ) ŝ]−ΩRb× ŝ. (9.23)

In this equation p̂ represents the pump polarization at the input end. Thus, ŝ becomes random only

because of birefringence fluctuations. If polarization scrambling is used to randomize p̂, p̂ and ŝ both

become random (see Section 9.6). However, it is only the scalar product p̂ · ŝ ≡ cosθ that determines

GdB.

To find the probability distribution of GdB, we note that the second term in Eq. (9.22) can be written

as ∑
N
i=1 P0(zi)cos[θ(zi)]∆z if we divide the fiber length L into N segments of length ∆z. Thus the random

variable GdB is formed from a sum of many random variables with identical statistics. According to the

central limit theorem [25], the probability density of G(L) should be Gaussian as long as the correlation

between cos[θ(z)] and cos[θ(z′)] goes to zero sufficiently rapidly as |z− z′| increases, no matter what

the statistics of p̂(z) and ŝ(z) are. In practice, we expect this correlation to decay exponentially over a

length of PMD diffusion length Ld . For fiber lengths L � Ld , we thus expect GdB to have a Gaussian

distribution. Such a Gaussian distribution of GdB has been observed experimentally in Ref. [26]. Our

vector theory explains this experimental result in a simple way.

It is clear from Eq. (9.22) that ln [S0(L)] will also follow a Gaussian distribution. As a result, the

probability distribution of the amplified signal power, S0(L), at the amplifier output corresponds to a
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Figure 9.4: Probability density of amplified signal for three values of Dp (in units of Dp is ps/
√

km) in

the cases of (a) copolarized and (b) orthogonally polarized signals. The amplified signal is normalized

to the input signal power.

lognormal distribution [27] and can be written as

p[S0(L)] =
[ln(σ2

s +1)]−1/2

S0(L)
√

2π
exp

[
− 1

2ln(σ2
s +1)

ln2

(
S0(L)

√
σ2

s +1
〈S0(L)〉

)]
, (9.24)

where σ2
s is defined in Eq. (9.14) and can be calculated explicitly as discussed in the last section.

Figures 9.4 shows how the probability density changes with the PMD parameter in the cases of copo-

larized and orthogonally polarized input signals, respectively, under the conditions of Fig. 9.1. When

the PMD effects are relatively small, the two distributions are relatively narrow and are centered at quite

different locations in the copolarized and orthogonally-polarized cases. When Dp = 0.01 ps/
√

km, the

two distributions broaden considerably and begin to approach each other. For larger values of the PMD

parameter Dp = 0.1 ps/
√

km, they become narrow again and their peaks almost overlap because the

amplified signal becomes independent of the input SOP.

9.5 Polarization-Dependent Gain

Similar to the importance of the concept of differential group delay in describing the PMD effects

on pulse propagation, the PMD effects in Raman amplifiers can be quantified using the concept of

polarization-dependent gain (PDG), a quantity defined as the difference between the maximum and min-

imum values of G while varying the SOP of the input signal. The gain difference ∆ = Gmax −Gmin is

itself random because both Gmax and Gmin are random. It is important to know the statistics of ∆ and its

relationship to the operating parameters of a Raman amplifier, because they can identify the conditions
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under which the PDG can be reduced to acceptable low levels. In this section, we introduce a PDG vector

and use it to describe the statistics of PDG.

The polarization-dependent loss (PDL) is often described by introducing a PDL vector [28, 29]. The

same technique can be used for the PDG in Raman amplifiers. The PDG vector ∆ is introduced in such

a way that its magnitude gives the PDG value ∆ (in dB) but its direction coincides with the direction of

S(L) for which the gain is maximum. From Eq. (9.12) and (9.13), the dynamic equation for ∆ is found

to be
d∆
dz

=
gR

2
∆coth

(
∆

2a

)[
P −

(
P ·∆̂

)
∆̂
]
+agR

(
P ·∆̂

)
∆̂−ΩRb×∆. (9.25)

where ∆̂ is the unit vector in the direction of ∆. Appendix C provides details of the derivation of this

equation. If the PDG is not too large, ∆coth(∆/2a) can be expanded in a Taylor series as

∆coth
(

∆

2a

)
≈ 2a+

∆2

6a
. (9.26)

Keeping only the terms linear in ∆, Eq. (9.25) reduces to the following linear Langevin equation

d∆
dz

= agRP −ΩRb×∆. (9.27)

The validity of this linearized equation depends on the conditions under which the ∆2 term in Eq. (9.26)

can be neglected. The validity condition can be written as ∆max �
√

12a ≈ 15 dB. This requirement is

satisfied in practice for most Raman amplifiers.

Equation (9.27) can be readily solved because of its linear nature. The solution is given by

∆(L) = agR
↔
R(L)

∫ L

0

↔
R
−1

(z)P (z)dz, (9.28)

where the PMD-induced rotation matrix
↔
R(z) is obtained from d

↔
R/dz = −ΩRb×

↔
R. For fibers much

longer than the birefringence correlation length, the dynamics of ∆ corresponds to that of the Brownian

motion in three dimensions (see Ref. [30], where Eq. (9.28) is used for the PMD vector). As a result, ∆

follows a three-dimensional Gaussian distribution.

The moments of ∆ can be obtained from Eq. (9.27) using the same procedure used in the last section

for calculating the average gain and signal fluctuations [25]. In Appendix D, we provide the details.

As shown there, the first two moments and the covariance matrix
↔
C defined as

↔
C = 〈∆∆〉− 〈∆〉〈∆〉

satisfy

d〈∆2〉
dz

= 2agRP0(z)p̂ · 〈∆〉, (9.29)

d〈∆〉
dz

= −η〈∆〉+agRP0(z)p̂, (9.30)

d
↔
C

dz
= −3η

↔
C +η [〈∆2〉

↔
I−〈∆〉〈∆〉]. (9.31)
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Equations (9.29) and (9.30) can be easily integrated over the fiber length L. They provide the follow-

ing analytical results in the case of forward pumping:

〈∆〉 =
agRPinp̂

η−αp
[1−αpLeff− exp(−ηL)], (9.32)

〈∆2〉 =
2(agRPin)2

η2−α2
p

[(1−αpLeff)exp(−ηL)−1+(αp +η)Leff(1−αpLeff/2)]. (9.33)

In the case of backward pumping, 〈∆〉 and 〈∆2〉 are also given by these equations provided αp is replaced

with −αp, Pin is replaced with Pin exp(−αpL), Leff is redefined as [exp(αpL)−1]/αp, and ΩR = ωp−ωs

in the expression of η is replaced by ΩR = −(ωp + ωs). An analytical expression for
↔
C can also be

obtained by integrating Eq. (9.31).

We now consider the probability distribution of the PDG vector. It is convenient to choose p̂ along

an axis of the Stoke space, say p̂ = ê1, because the matrix
↔
C is then diagonal. The probability density

function of ∆≡ ∆1ê1 +∆2ê2 +∆3ê3 in this case can be written as

p(∆) =
(2π)−3/2

σ‖σ
2
⊥

exp

[
− (∆1−∆0)2

2σ2
‖

−
∆2

2 +∆2
3

2σ2
⊥

]
, (9.34)

where ∆0 = |〈∆〉| while σ2
‖ and σ2

⊥ are the variances of the PDG vector in the parallel and perpendicular

direction of p̂, respectively. Both of them can be found from Eq. (9.31) in an analytical form as

σ
2
‖ = η

∫ L

0
[〈∆2〉−〈∆〉2]exp[−3η(L− z)]dz, (9.35)

σ
2
⊥ = η

∫ L

0
〈∆2〉exp[−3η(L− z)]dz. (9.36)

These equations show that σ‖ < σ⊥ when PMD is small because the pump mostly amplifies the copo-

larized signal. When the effective fiber length Leff is much larger than the PMD diffusion length Ld ,

〈∆2〉 � 〈∆〉2 ≈ 0, and σ‖ ≈ σ⊥. In this case, p(∆) becomes a uniform three-dimensional Gaussian

distribution centered at zero.

In practice, one is often interested in the statistics of the PDG magnitude ∆. Its probability density

can be found from Eq. (9.34) after writing ∆ in spherical coordinates and integrating over the two angles.

The result is found to be

p(∆) =
∆

2σ‖σ
exp
[
−

∆2 (r−1)− r∆2
0

2σ2

]{
erf
[

∆(r−1)+ r∆0√
2σ

]
+ erf

[
∆(r−1)− r∆0√

2σ

]}
, (9.37)

where σ2 = σ2
⊥(r−1), r = σ2

⊥/σ2
‖ , and the error function is defined as erf(x) = 2√

π

∫ x
0 e−y2

dy. Figure 9.5

shows how p(∆) changes with Dp in the case of forward pumping. All parameters are the same as in

Fig. 9.1. The PDG values are normalized to the average gain Gav = aga(1+3µ)PinLeff/2 (in dB) so that

the curves are pump-power independent. In the limit Dp → 0, p(∆) becomes a delta function located
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Figure 9.5: The probability distribution of PDG as a function of Dp under conditions of Fig. 1. The PDG

value is normalized to the average gain Gav.

at the maximum gain difference (almost 2Gav) as little gain exists for the orthogonally-polarized signal.

As Dp increases, p(∆) broadens quickly because PMD changes the signal SOP randomly. If Dp is

relatively small, the diffusion length Ld is larger than or comparable to the effective fiber length Leff, and

p(∆) remains centered at almost the same location but broadens because of large fluctuations. Its shape

mimics a Gaussian distribution. When Dp is large enough that Leff � Ld , p(∆) becomes Maxwellian and

its peaks shifts to smaller values. This is the behavior observed experimentally in Ref. [15].

The mean value of PDG, 〈∆〉, and the variance of PDG fluctuations, σ2
∆

= 〈∆2〉−〈∆〉2, can be found

using the PDG distribution in Eq. (9.37). Figure 9.6 shows how these two quantities vary with the PMD

parameter for the same Raman amplifier used for Fig. 9.1. Both 〈∆〉 and σ∆ are normalized to the average

gain Gav. As expected, the mean PDG decreases monotonically as Dp increases. The mean PDG 〈∆〉

is not exactly 2Gav when Dp = 0 because the gain is not zero when pump and signal are orthogonally-

polarized. Note however that 〈∆〉 can be as large as 30% of the average gain for Dp = 0.05 ps/
√

km

in the case of forward pumping and it decreases slowly with Dp after that, reaching a value of 8% for

Dp = 0.2 ps/
√

km. This is precisely what was observed in Ref. [15] through experiments and numerical

simulations. In the case of backward pumping, the behavior is nearly identical to that in the case of

forward pumping except that the curve shifts to a value of Dp smaller by about a factor of 30.

As seen in Fig. 9.6(b), the RMS value of PDG fluctuations increases rapidly as Dp becomes nonzero,

peaks to a value close to 56% of Gav for Dp near 0.01 ps/
√

km in the case of forward pumping and

then begins to decrease. Again, fluctuations can exceed 7% of the average gain level even for Dp =
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Figure 9.6: (a) Mean PDG and (b) variance σ∆ (both normalized to the average gain Gav) as a function

of PMD parameter under forward and backward pumping conditions.

0.1 ps/
√

km. A similar behavior holds for backward pumping, as seen in Fig. 9.6. Both the mean and

the RMS values of PDG fluctuations decrease with Dp inversely for Dp > 0.03 ps/
√

km (Ld < 0.5 km for

ΩR/2π = 13.2 THz). This D−1
p dependence agrees very well with the experimental results in Ref. [15].

The D−1
p dependence of 〈∆〉 and σ∆ can be deduced analytically from Eq. (9.37) in the limit Leff � Ld .

In this limit, the PDG distribution p(∆) becomes approximately Maxwellian and the average and RMS

values of PDG in the case of forward pumping are given by

〈∆〉 ≈ 4agRPin√
πDp|ΩR|

√
Leff(1−αpLeff/2). (9.38)

σ∆ ≈
√

(3π/8−1)〈∆〉. (9.39)

The same equations hold in the case of backward pumping except that |ΩR|= ωp−ωs should be replaced

with ωp +ωs. Figure 9.7 shows the mean PDG and the RMS value of PDG as a function of propagation

distance for a Raman amplifier with Dp = 0.05 ps/
√

km. All parameters are the same as in Fig. 9.2. Both

〈∆〉 and σ∆ are negligibly small in the case of backward pumping, indicating the advantages of such a

pumping scheme.

9.6 Polarization Scrambling of the Pump

The technique of polarization scrambling is sometimes used to reduce the PDG in Raman amplifiers

[31, 32]. In this technique, the pump SOP is changed randomly as the signal is amplified so that the

signal experiences different local gain in different parts of the fiber, resulting effectively in an average
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Figure 9.7: (a) Mean PDG and (b) variance σ∆ (both normalized to the average gain Gav) as a function

of amplifier length under forward and backward pumping. The solid and dashed curve correspond to

Dp = 0.05 and 0.15 ps/
√

km, respectively.

gain that is independent of the signal SOP. The theory developed in the last section can be used to find

the dependence of the PDG on the degree of polarization (DOP) of the pump wave.

Polarization scrambling does not change the total power of pump as only its SOP is changed ran-

domly. If we assume that p̂(z) is a stationary stochastic process, its correlation at two points within the

fiber can be written as

〈[p̂(z1)−〈p̂〉] [p̂(z2)−〈p̂〉]〉 ≡
↔
Γ(z2− z1) =

↔
Γ0Γ(z2− z1), (9.40)

where the correlation matrix
↔
Γ(z2− z1) is assumed to be separable as shown in Eq. (9.40). The DOP of

the pump is related to the average of p̂ as dp = |〈p̂〉| [33].

The pump DOP dp, the covariance matrix
↔
Γ0, and the correlation function Γ(z2 − z1) depend on

how scrambling rotates p̂ randomly on the Poincaré sphere. When the pump is completely polarized

(no scrambling), dp = 1 and
↔
Γ0 = 0; in the opposite limit in which the pump is completely unpolarized,

dp = 0 and
↔
Γ0 =

↔
I/3. The form of Γ(z2 − z1) depends on the specific scrambling technique used in

practice. In the following discussion, we assume it to vary as Γ(z2 − z1) = exp(−γc|z2 − z1|), where

γc = 1/lc and lc is the correlation length . In practice, lc depends on the coherence length of the pump

source and is typically ∼1 m.

Due to the randomness of the pump polarization, the XPM-induced NPR term in Eq. (9.6) becomes

random as well. However, The correlation length lc is so small compared with the NPR beat length

(∼ 10 km) that the NPR term only contributes from the rotation around the average pump polarization

〈p̂〉. The NPR induced by the pump polarization fluctuations is negligible if we replace the deterministic
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transformation in Eq. (9.9) with

V = exp
{
−εsp

[∫ z

0
P0(z)dz

]
〈p̂〉×

}
V ′, (9.41)

where V is an arbitrary vector in the Stoke space (Appendix E provides more details). Therefore, Eqs.

(9.12) and (9.13) remain valid even in the presence of pump polarization scrambling.

As before, the PDG vector satisfies Eq. (9.25). This equation can again be simplified to obtain Eq.

(9.27) with the only difference that now both p̂ and b are random. The solution is still given by Eq.

(9.28). More importantly, the probability distribution of ∆ remains Gaussian (in all three dimensions)

as long as the fiber length L is much longer than the correlation length associated with pump polarization

scrambling. However, as the pump polarization varies with z, the solution of Eqs. (9.29) and (9.30) is

given by

〈∆(L)〉b = agR

∫ L

0
P0(z)p̂(z)exp[−η(L− z)]dz, (9.42)

〈∆2(L)〉b = 2agR

∫ L

0
P0(z)p̂(z) · 〈∆(z)〉b dz,

= 2(agR)2
∫ L

0
dz1

∫ z1

0
dz2P0(z1)P0(z2)p̂(z1) · p̂(z2)exp[−η(z1− z2)], (9.43)

where the subscript b denotes the average over the birefringence fluctuations. Since p̂(z) is random as

well, we need to average Eqs. (9.42) and (9.43) over the pump SOP. In the case of forward pumping, the

final analytic expressions are found to be

〈〈∆(L)〉b〉p =
agRPin〈p̂〉

η−αp
[1−αpLeff− exp(−ηL)] , (9.44)

〈〈∆2(L)〉b〉p =
2(agRPin)2Tr(

↔
Γ0)

(γc +η)2−α2
p
{(1−αpLeff)exp[−(γc +η)L]−1+Leff(γc +η +αp)(1−αpLeff/2)}

+
2(agRPin)2d2

p

η2−α2
p

{(1−αpLeff)exp(−ηL)−1+Leff(η +αp)(1−αpLeff/2)}, (9.45)

where the subscript p denotes average over the ensemble of pump polarization and Tr stands for the

trace. From Eq. (9.40), Tr(
↔
Γ0) is related to the DOP of pump as Tr(

↔
Γ0) = 1−d2

p.

The covariance matrix
↔
C as defined as in Section 9.5 can also be found using the same technique and

requires averaging over both ensembles of birefringence and pump polarization. It satisfies the following

equation (see Appendix D for details):

d
↔
C

dz
=−3η

↔
C +η

[
〈〈∆2〉〉

↔
I−〈〈∆〉〉〈〈∆〉〉

]
+Hp, (9.46)

where the last term depends on polarization scrambling and is found to be

Hp = agRP0(z)
[
〈p̂(z)〈∆(z)〉b〉p + 〈p̂(z)〈∆(z)〉b〉p−〈p̂〉〈〈∆〉〉−〈〈∆〉〉〈p̂〉

]
.

=
2(agRPin)2↔Γ0

γc +η−αp
{exp(−2αpz)− exp[−(γc +η +αp)z]}. (9.47)
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If the pump polarization is not scrambled, dp = 1 and
↔
Γ0 = 0. In that case Eqs. (9.44)–(9.46) reduce to

Eqs. (9.31)–(9.33), as expected. The same results hold in the case of backward pumping except that αp

is replaced with −αp, Pin is replaced with Pin exp(−αpL), Leff is redefined as [exp(αpL)− 1]/αp, and

ΩR = ωp−ωs in the expression of η is replaced by ΩR =−(ωp +ωs).

It is evident from Eqs. (9.44)–(9.46) that scrambling affects the PDG considerably. Although the

results are quite complicated when the correlation length lc and the effective fiber length Leff are com-

parable, they can be simplified considerably in a practical situation in which Leff � lc. This is almost

always the case since lc is typically ∼1 m while Leff is likely to exceed 1 km. In this limit, Hp in Eq.

(9.47) reduces to

Hp ≈ 2(agRPin)2↔Γ0lc(1−αpLeff)2, (9.48)

and it becomes negligible in Eq. (9.46) for lc � Leff . In the same limit, the first term in Eq. (9.45)

becomes much smaller than the second term and 〈〈∆2(L)〉〉 is given by

〈〈∆2(L)〉b〉p ≈
2(agRPindp)2

η2−α2
p

[(1−αpLeff)exp(−ηL)−1+Leff(η +αp)(1−αpLeff/2)]. (9.49)

Comparing Eqs. (9.44), (9.46), and (9.49) with Eqs. (9.31)-(9.33) of Section 9.5, we conclude that the

statistics of the PDG vector remains the same in the presence of polarization scrambling provided Pin is

replaced by Pindp in all expressions for the moments of PDG. As a result, the mean and RMS value of

PDG are reduced by a factor of dp. This is exactly what has been observed experimentally [31, 32].

The general conclusion that the main effect of polarization scrambling is to reduce the input pump

power by a factor of dp as far as PDG is concerned allows us to translate all results of Section 9.5 with

this simple change. In particular, the probability distributions of the PDG vector ∆ and the PDG value

∆ follow Eq. (9.34) and (9.37), respectively. When the effective fiber length Leff is much larger than the

PMD diffusion length Ld , 〈∆〉 and σ∆ are still given by Eqs. (9.38) and (9.39) except that Pin is replaced

by Pindp. Although we assumed
↔
Γ0 and Γ(z2− z1) to be separable and Γ(z2− z1) to be exponential in the

preceding discussion, the qualitative behavior is expected to be the same for any form of the correlation

matrix
↔
Γ(z2− z1) as long as lc � Leff.

9.7 Summary

In this chapter, we have developed a general vector theory for analyzing fiber-based Raman amplifiers.

We have shown that PMD can induce large fluctuations in the amplified signal depending on the value

of the PMD parameter, although it also reduces the polarization dependence of the average gain. The

amplification factor is found to follow the Gaussian statistics if it is measured in decibel units but the

amplified signal itself follows a lognormal distribution.
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We introduced a PDG vector to describe the nature of PDG in Raman amplifiers. We found that

the probability distribution of the PDG mimics a Gaussian distribution when PMD is relatively small

but becomes Maxwellian when the effective fiber length is much larger than the PMD diffusion length.

Based on this probability distribution, we were able to find an analytic form of the dependence of the

mean and variance of PDG on the operating parameters of Raman amplifiers. Both of these quantities

depend inversely on the PMD parameter as well as on the frequency difference between the signal and

the pump. We applied our vector theory to the case in which pump polarization is scrambled randomly

and found that the mean PDG depends on the DOP of the pump polarization linearly.

We used the vector theory to compare the forward and backward pumping schemes used for making

Raman amplifiers from the standpoint of PMD effects. In general, the use of backward pumping provides

superior performance because it reduces the PDG as well as signal fluctuations to negligible levels as long

as the PMD parameter Dp exceeds a relatively small value of 0.01 ps/
√

km. If forward pumping must be

employed for practical reasons, one should use fibers with Dp values larger than 0.1 ps/
√

km. Physically

speaking, backward pumping works better since the Stokes vectors P and S rotate in opposite directions

and produce such rapid variations in their relative orientation angle θ that the PMD effects are averaged

over a distance of 0.2 m or so.

In long-haul fiber links, PMD is intensionally reduced to minimize its effects on pulse broadening.

However, our theory shows that PMD induces large signal fluctuations when the effective fiber length is

comparable to the PMD diffusion length. Discrete Raman amplifiers typically use a few kilometer long

fiber for providing sufficient gain. In the case of forward pumping, large signal fluctuations (>50%)

are predicted to occur for Dp values ∼0.02 ps/
√

km. In the case of backward pumping, such DP values

can be tolerated but large signal fluctuations will reappear for Dp ∼ 0.001 ps/
√

km. If SRS is used for

distributed amplification, one should balance the effect of PMD-induced pulse broadening and PMD-

induced signal fluctuations carefully. Some of the predictions in this chapter have been verified recently

through experiments and numerical simulations in Ref. [35]-[37].

Appendix A

In this appendix, we provides details on the derivation of the averaged equations (9.15)–(9.20) used to

find the average and the variance of the output signal. Our method follows the technique discussed in

Ref. [25]. The basic idea is to introduce a new vector dW = bdz over a fiber segment of length dz that is
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much shorter than the total fiber length L but still much longer than the birefringence correlation length.

Owing to the delta-function correlation of the birefringence vector b in Eq. (8.16), the vector dW is a

Wiener process with the following properties [25]:

〈dW 〉= 0, 〈dW dW 〉=
1
3

D2
p
↔
Idz, 〈dW ·dW 〉= D2

pdz. (A9.1)

All other higher-order moments of dW vanish.

As discussed in Ref. [25], all differential equations involving dW should be interpreted in the

Stratonovich sense in the limit in which b reduces to a delta-correlated process from a general Markov

process. In this interpretation, any nonanticipating function f (z) appearing in the integral
∫

f (z)dW

over a short length segment z to z + dz is evaluated in the middle of the segment at the point z + dz/2.

In contrast, the Ito calculus evaluates it at the left boundary point of the integral. As the Ito integral∫
f (z)dW does not depend on the future, the average value of this integral vanishes. However, this does

not happen for the Stratonovich integral because f (z+dz/2) depends not only on its history, but also on

dW within the interval z to z+dz.

Consider now the stochastic differential equations (9.12) and (9.13). Before we can calculate any

moments, we need to convert them from the Stratonovich to the Ito form. The conversion process is

described in Chap. 4 of Ref. [25] and we follow it here. To illustrate the main steps, we consider

Eq. (9.13) without the drift term and write it as

ds = s(z+dz)−s(z) =−ΩRdW ×s(z+dz/2). (Stratonovich), (A9.2)

Note that s on the right side is evaluated in the middle of the segment. We expand it in a Taylor series as

s(z+dz/2) = s(z)+
dz
2

ds(z)
dz

+ · · ·= s(z)− ΩR

2
dW ×s(z)+ · · · . (A9.3)

Substituting this expansion in Eq. (A9.2), we obtain the Ito version of this equation as

ds =−ΩRdW ×s(z)+
Ω2

R
2

dW × [dW ×s(z)]+ · · · . (A9.4)

We now average over the second- and higher-order terms using the vector identity

dW × (dW ×s) = dW (dW ·s)−s(dW ·dW ), (A9.5)

and obtain the following Ito equation in the sense of mean-square limit [25]:

ds = −ΩRdW ×s(z)− 1
3

D2
pΩ

2
Rs(z)dz. (Ito) (A9.6)

The net effect of conversion is the appearance of a new term in the original equation (A9.2) when it is

converted to the Ito sense.
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Following this procedure, Eqs. (9.12) and (9.13) can be converted to the following Ito version of

these equations

ds0 =
gR

2
P ·sdz, (A9.7)

ds =
gR

2
P s0dz−ηsdz+ΩRs×dW , (A9.8)

where η = D2
pΩ2

R/3 as defined in the text. If we average Eqs. (A9.7) and (A9.8) over dW , the last term

in Eq. (A9.8) disappears, resulting in two deterministic equations. As p̂ is fixed, we can introduce the

angle θ using s · p̂ = s0 cosθ , and obtain Eqs. (9.15) and (9.16).

To calculate the second-order moments of s, one can use Eqs. (9.12) and (9.13) to find the Stratonovich

differential equations governing s2
0, s0s, and ss and then convert them to the Ito form using the proce-

dure described above. An alternative method uses Eqs. (A9.7) and (A9.8) together with the Ito formula

given in Ref. [25]. The final equations become

ds2
0 = gRP · (s0s)dz, (A9.9)

d(s0s) =
gR

2
[
P · (ss)+P s2

0
]

dz−η(s0s)dz+ΩR(s0s)×dW , (A9.10)

d(ss) =
gR

2
(P s0s+ s0sP )−3η(ss)dz+ηs2

0
↔
Idz

+ ΩR(ss)×dW −ΩRdW × (ss). (A9.11)

When we average over dW , all terms containing dW disappear and the three equations become de-

terministic. Making inner products s0s · p̂ and (s · p̂)2 and rewriting them as s2
0 cosθ and s2

0 cos2 θ , we

finally obtain Eqs. (9.19)–(9.21).

Appendix B

In this appendix we give the derivation of Eq. (9.25), following the technique discussed in Ref. [28].

Consider the evolution of an arbitrary Jones vector through the linear equation

d|A〉
dz

= M(z)|A〉 ≡ [m0(z)+m(z) ·σ] |A〉. (B9.12)

In general, M(z) is not unitary, and m0(z) and m(z) can be complex. Since Eq. (B9.12) is linear, we can

introduce a transfer matrix T (z) as |Aout〉= T (z)|Ain〉, where |Ain〉 and |Aout〉 are input and output optical

fields. This matrix satisfies
dT (z)

dz
= [m0(z)+m(z) ·σ]T (z). (B9.13)

In terms of the transfer matrix T , the input and output powers are related as

〈A|A〉in = 〈A|[T (z)T †(z)]−1|A〉out. (B9.14)
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The Hermitian matrix T (z)T †(z) can be expanded in terms of the Pauli matrices as T (z)T †(z) ≡

t0(z)+ t(z) ·σ. It thus evolves as

d[T (z)T †(z)]
dz

=
dt0(z)

dz
+

dt(z)
dz

·σ. (B9.15)

In place of t, we introduce u through the transformation

t(z) = u(z)exp
{∫ z

0
[m0(z′)+m∗

0(z
′)]dz′

}
. (B9.16)

The same relation holds between t0 and u0. The new quantities u0(z) and u(z) are found to evolve with

z as

du0

dz
= 2mr ·u, (B9.17)

du

dz
= 2mru0−2mi×u, (B9.18)

where mr and mi are the real and imaginary parts of m, respectively. Equations (B9.17) and (B9.18)

show that u2
0−u2 = 1 for all z, and thus the operator (T T †)−1 can be written as

[T (z)T †(z)]−1 = [u0(z)−u(z) ·σ]exp
{
−
∫ z

0
dz′
[
m0(z′)+m∗

0(z
′)
]}

. (B9.19)

We now apply Eq. (B9.14) to the signal being amplified by a Raman amplifier of length L and replace

A with As. Using the definition S0 = 〈As|As〉, where S0(z) is the signal power at a distance z, we obtain

S0(0) = S0(L)[u0(L)−u(L) · ŝout]exp
(
−
∫ L

0
[m0(z)+m∗

0(z)]dz
)

, (B9.20)

where ŝout is the unit vector in the direction of S(L) = 〈As|σ|As〉. The amplifier gain (in decibels) can

now be written as

G = a ln
(

S0(L)
S0(0)

)
= a

∫ L

0
[m0(z)+m∗

0(z)]dz−a ln[u0(L)−u(L) · ŝout]. (B9.21)

Notice that G takes its maximum value when ŝout is along u. In contrast, G is minimum when the two

vectors are anti-parallel.

The PDG can now be found using ∆ = Gmax−Gmin and introducing the PDG vector as

∆≡ û∆ = aû ln
(

u0 +u
u0−u

)
, (B9.22)

where û is the unit vector in the direction of u and u = |u|. From Eqs. (B9.17) and (B9.18), ∆ is found

to satisfy

d∆
dz

=
du0

dz
∂∆
∂u0

+
du

dz
·∇u(∆)

= 2∆coth
(

∆

2a

)[
mr− (mr ·∆̂)∆̂

]
+4a(mr ·∆̂)∆̂−2mi×∆. (B9.23)



131

where ∇u operates on u and ∆̂≡ û is the unit vector in the direction of ∆.

We now only need to find mr and mi. If we replace A with As in Eq. (B9.12) and follow the steps

outlined in this Appendix, we find that Eqs. (9.12) and (9.13) take the form of Eqs. (B9.17) and (B9.18).

Comparing these equations, we obtain mr = gRP /4 and mi = ΩRb/2. Using them in Eq. (B9.23), we

obtain the final result given as Eq. (9.25).

Appendix C

In this appendix, we provide details on the derivation of Eqs. (9.29)-(9.31) and (9.46). As discussed in

Appendix B, Eq. (9.27) can be converted into an Ito equation as

d∆ = agRP dz−η∆dz+ΩR∆×dW . (C9.24)

From this equations, we can calculate d∆2 and d(∆∆) in the Ito sense and find

d∆
2 = 2agRP ·∆dz, (C9.25)

d(∆∆) = agR(P∆+∆P )dz−3η(∆∆)dz+η∆
2↔Idz

+ ΩR(∆∆)×dW −ΩRdW × (∆∆). (C9.26)

When we average Eqs. (C9.24)-(C9.26) over dW , all terms containing dW disappear, and we obtain

three deterministic equations as

d〈∆〉 = agRP dz−η〈∆〉dz, (C9.27)

d〈∆2〉 = 2agRP · 〈∆〉dz, (C9.28)

d〈∆∆〉 = agR(P 〈∆〉+ 〈∆〉P )dz−3η〈∆∆〉dz+η〈∆2〉
↔
Idz. (C9.29)

Using the definition of the
↔
C and noting that

d
↔
C = d〈∆∆〉− (d〈∆〉)〈∆〉−〈∆〉(d〈∆〉) , (C9.30)

we finally obtain Eqs. (9.29)-(9.31).

In the case of pump-polarization scrambling, P (z) = P0(z)p̂(z), where p̂(z) is random along the

fiber. The covariance matrix
↔
C is then redefined as the double average over both random variables. The

differential of
↔
C is then given by

d
↔
C = d〈〈∆∆〉〉− (d〈〈∆〉〉)〈〈∆〉〉−〈〈∆〉〉(d〈〈∆〉〉) . (C9.31)
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Average Eqs. (C9.27)-(C9.29) over the ensemble of pump polarization, we obtain

d〈〈∆〉〉 = agR〈P 〉dz−η〈〈∆〉〉dz, (C9.32)

d〈〈∆2〉〉 = 2agR〈P · 〈∆〉b〉pdz, (C9.33)

d〈〈∆∆〉〉 = agR (〈P 〈∆〉b〉p + 〈〈∆〉bP 〉p)dz−3η〈〈∆∆〉〉dz+η〈〈∆2〉〉
↔
Idz. (C9.34)

Substituting Eqs. (C9.32) and (C9.34) into Eq. (C9.31), we obtain Eq. (9.46).

Appendix D

In this appendix we provide details on the effects of NPR induced by the pump when pump polarization

is scrambled. We neglect other effects temporarily and consider Eq. (9.6) with only the XPM-induced

NPR term. After making the transformation in Eq. (9.41), Eq. (9.6) becomes

dS =−εspP0(z)δ p̂(z+dz/2)×S(z+dz/2)dz (Stratonovich), (D9.35)

where δ p̂(z+dz/2)= p̂(z+dz/2)−〈p̂〉 and we have dropped the prime notation for simplicity. Since the

correlation length lc is much smaller than the beat length of NPR (∼ 10 km), we cut the fiber into many

sections of lc long, i.e., dz = lc. According to the correlation matrix in Eq. (9.40), p̂(z) is approximately

correlated within each section of length dz but is approximately uncorrelated from one section to another.

Expanding S(z+dz/2) in Eq. (D9.35) into a Taylor series, this equation becomes

dS =−εspP0(z)δ p̂(z+dz/2)×
[
S(z)+

dz
2

dS

dz
+ · · ·

]
dz. (D9.36)

Substituting Eq. (D9.35) into Eq. (D9.36), we obtain the Ito version of this equation as

dS = −εspP0(z)δ p̂(z+dz/2)×S(z)dz

+
1
2
[εspP0(z)dz]2 {δ p̂(z)δ p̂(z+dz/2) ·S(z)− [δ p̂(z) ·δ p̂(z+dz/2)]S(z)}

+ · · · (Ito). (D9.37)

When we average this equation over p̂, the first term disappears. As p̂ is correlated within dz and does

not change much, we can replace p̂(z+dz/2) with p̂(z) and perform the average. The final result is

d〈S〉 ≈ 1
2
[εspP0(z)dz]2

[↔
Γ0−Tr(

↔
Γ0)

↔
I
]
· 〈S(z)〉+ · · ·= O

[
(dz)2] , (D9.38)

in the sense of mean-square limit [25]. When the correlation length lc is relatively small, d〈S〉/dz → 0.

As a result, NPR induced through pump-polarization fluctuations does not diffuse the signal SOP. The

net XPM-induced NPR contribution comes from only the average value 〈p̂〉, as shown in Eq. (9.41). This
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result is easy to understand physically. It takes some distance for the signal to experience NPR. However,

the pump polarization fluctuates so fast that the signal can only follow the rotation around the average

pump polarization 〈p̂〉.
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10 PMD and Cross-Phase Modulation

In this chapter, we focus on the interaction between PMD and XPM while ignoring other nonlinear

effects. We show [1] that the combination of XPM and PMD inside optical fibers leads to a novel

phenomenon of intrapulse depolarization manifested as different random states of polarizations across

the pulse profile. Such polarization evolution of optical pulses is directly analogous to the phenomenon of

spin decoherence in semiconductors or pseudospin relaxation in atoms. The intrapulse depolarization has

a significant impact on optical switching based on a nonlinear optical loop mirror (NOLM). We develop a

theory [2] to quantify this impact. It is found that the interaction between PMD and XPM transfers spatial

randomness of residual birefringence to temporal power fluctuations within the switching window.

10.1 Intrapulse Depolarization

Some physical systems, although quite different in their origins, can exhibit the same dynamic behavior.

A well-known example is the similarity between the spin precession of an electron in a magnetic field

[3]-[6] and the interaction of a two-level atom with an optical field [7, 8]. An electron in a superposition

state of Zeeman sublevels precesses its spin at a Larmor frequency until environmental factors induce

decoherence [3]-[6]. In the case of a two-level atom (modelled as a pseudospin), an optical field induces

Rabi oscillations of the atomic dipole, while vacuum or laser fluctuations, or atomic collisions relax

the pseudospin motion [7, 8]. Spin/pseudospin decoherence is considered to be a universal phenomenon

associated with two-level quantum systems. Here we show that it has a classical analog in the polarization

evolution of an optical pulse propagating inside a fiber in the presence of both PMD and XPM. The

combined effect of these two mechanisms leads to a novel phenomenon of intrapulse depolarization in

a fashion analogous to spin decoherence in quantum systems.
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10.1.1 Pump-Probe Equations

To illustrate the underlying physics as simply as possible, we consider a pump-probe configuration with

two copropagating waves at frequencies ωp and ωs. The pump wave has a peak power much higher than

the probe (called signal from now on), such that it modulates the phases of both waves through SPM and

XPM, but those induced by the signal are assumed to be negligible. The total field is thus given by

|A(z, t)〉= |Ap(z, t)〉exp(−iωpt)+ |As(z, t)〉exp(−iωst). (10.1)

Substituting Eq. (10.1) into Eq. (8.14), neglecting the Raman effect by setting fR = 0, decomposing into

individual frequency component, we can obtain the dynamic equations governing the pump and signal

waves. For convenience, we set the carrier frequency at the pump: ω0 = ωp. We also make a time

transformation to the signal frame to remove the temporal propagation at the signal velocity. We then

obtain the following vector equations governing propagation of two waves inside an optical fiber [9]:

∂
∣∣Ap
〉

∂ z
+δ

∂
∣∣Ap
〉

∂τ
= iγeP

∣∣Ap
〉
, (10.2)

∂ |As〉
∂ z

=
iγe

2
P(3+ p̂ ·σ) |As〉−

i
2

Ωb ·σ |As〉 , (10.3)

where γe = 8γ/9, Ω = ωs−ωp, P = 〈Ap|Ap〉 is the pump power, and the unit vector p̂ = 〈Ap|σ|Ap〉/P

represents the pump SOP on the Poincaré sphere [10]. Random birefringence enters through the vector

b(z), whose statistics is given by Eq. (8.16). As fiber length and nonlinear length are both typically much

longer than the birefringence correlation length lc, the situation we encounter here corresponds to the

motional narrowing regime of spin relaxation [3, 5].

Equations (10.2) and (10.3) show that P(z,τ) = P(0,τ − δ z), but the signal power profile S(z,τ) ≡

〈As|As〉 = S(0,τ). However, the signal SOP changes in a random fashion. To consider polarization

effects for the signal, we convert Eq. (10.3) into the Stokes space by introducing a unit Stokes vector as

ŝ = 〈As|σ|As〉/S. From Eq. (10.3), ŝ(z,τ) is found to satisfy

∂ ŝ/∂ z = (Ωb− γePp̂)× ŝ. (10.4)

The pump pulse changes the signal SOP through XPM-indued nonlinear polarization rotation (NPR),

while PMD perturbs it randomly at a rate dictated by the magnitude of Ωb.

Equation (10.4) is isomorphic to the Bloch equation governing the motion of spin density in a solid

[3]-[6]. The pump acts like a static magnetic field, and perturbations induced by PMD correspond to

a fluctuating magnetic field induced by nuclei or phonons. Clearly, the polarization of signal pulse

would evolve along the fiber statistically in a fashion similar to the phenomenon of spin decoherence

in time. This can be seen clearly by averaging Eq. (10.4) over the random b to obtain [12]: ∂ 〈ŝ〉/∂ z =



138

−η〈ŝ〉−γePp̂×〈ŝ〉, where η is the polarization relaxation rate related to the PMD diffusion length Ld as

η = 1/Ld = (DpΩ)2/3. Statistically, PMD causes signal polarization to relax along the fiber. However,

XPM forces signal polarization to precess around the pump Stokes vector p̂ with a Larmor frequency of

γeP. The global SOP of the signal, Ŝ(z) ∝
∫ +∞

−∞
〈As|σ|As〉dτ/

∫ +∞

−∞
〈As|As〉dτ , would evolve analogous to

the macroscopic magnetization in semiconductors.

There is one crucial difference between the quantum spin dynamics and the classical pulse propa-

gation. In the quantum system, spin flipping requires energy dissipation, resulting in different longitu-

dinal and transversal relaxation times, and electrons relax eventually to a thermal equilibrium among

the Zeeman sublevels [3]-[5]. However, no such levels exist in the classical system, and PMD-induced

polarization relaxation is uniform in three dimensions of the Stokes space. The signal SOP is completely

randomized on the Poincaré sphere after a sufficiently long distance. In the absence of pump, PMD

changes the signal SOP randomly but uniformly across the entire signal pulse, resulting in no intrapulse

decoherence. Similarly, in the absence of PMD, pump pulse induces inhomogeneous but coherent po-

larization precession across the signal pulse, creating again no intrapulse decoherence. However, the

combination of XPM and PMD produces a new effect we refer to as intrapulse depolarization (IPD).

10.1.2 IPD Coefficient

IPD can be quantified by considering the relative orientation of the signal SOPs at two different times.

Defining ŝ1 = ŝ(z,τ1) and ŝ2 = ŝ(z,τ2), we introduce a scalar averaged quantity d = ŝ1 · ŝ2 as the IPD

coefficient. Note that ŝ1 and ŝ2 evolve according to Eq. (10.4) with different pump powers. Even though

they are defined in a relative rotating frame, d is invariant to such a global polarization rotation. Aver-

aging over the random birefringence [12], we obtain the following equations governing the evolution of

IPD coefficient:

∂d/∂ z = γeP−U, (10.5)

∂U/∂ z = −ηU + γeP−(V −d), (10.6)

∂V/∂ z = −3ηV +ηd, (10.7)

where P− = P(z,τ2)−P(z,τ1), and U and V were introduced as U = p̂ · (ŝ1× ŝ2) and V = p̂ · (ŝ1ŝ2) · p̂.

To show how d(z,τ1,τ2) changes along the fiber, we consider first the case of a signal pulse much

wider than the pump pulse and neglect GVM for simplicity (δ = 0, corresponding to choosing wave-

lengths of two waves symmetrically around the zero-dispersion wavelength λ0). Time τ1 is set outside

the pump pulse (no XPM) but τ2 is set at the peak of the pump pulse where XPM is maximum. Figure

10.1 shows d as a function of ξ = z/Ln for three values of the ratio µ = Ln/Ld , where the nonlinear length
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Figure 10.1: IPD coefficient d for three values of µ = Ln/Ld . Solid and dashed curves show the Faraday

and Voigt geometries, respectively. Symbols show the simulation results performed with P0 = 1.41 W.

µ = 0.02, 1, 20 correspond to Ω/2π = 0.31, 2.19, 9.77 THz, respectively.

is defined as Ln = (γeP0)−1 and P0 is the peak power of the pump pulse. The ratio µ plays an important

role as it governs the relative length scales of the PMD and XPM processes. Numerical simulations

based on Eqs. (10.9) and (10.11) are also presented in Fig. 10.1. Simulations were carried out for a 5-km

long fiber with γ = 2 W−1/km, Dp = 0.2 ps/
√

km, lc = 10 m, λ0 = 1550 nm and β3 = 0.1 ps3/km. For

completeness, GVD, which as well as GVM can be obtained from β3, was indeed included in the simu-

lations. The fiber is divided into 10-m-long sections with birefringence varying randomly from section

to section. The FWHM of the Gaussian pump pulse is 166.5 ps. Statistical averages are computed using

1000 realizations. The good agreement justifies the use of a simple model based on Eqs. (10.5)–(10.7).

If the pump and signal are copolarized at the input end (solid curves), a situation that corresponds to

the Faraday geometry in the spin analogy [5], little nonlinear precession of SOP occurs. When Ld � Ln

(µ � 1), d decays slowly along the fiber as PMD effects occur over a length scale much longer than Ln.

When the two lengths become comparable (µ = 1), XPM and PMD affect each other strongly, resulting

in considerable IPD. As seen in Fig. 10.1, d decreases rapidly and becomes almost zero for ξ > 2.

However, when Ld � Ln (µ � 1), ŝ changes randomly within a diffusion length even before XPM has

any chance to act. Because of its averaging, the XPM effects become polarization independent, and the

intrapulse polarization coherence is significantly recovered.

When p̂ and ŝ are initially orthogonal (corresponding to the Voigt geometry in spin precession [5]),

the dashed curve for µ = 0.02 in Fig. 10.1 shows that d exhibits relaxation oscillations that are analo-
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Figure 10.2: IPD coefficient d as a function of 1/µ = γeP0Ld for three fiber lengths in the Faraday

geometry.

gous to the free-induction decay in spin/pseudospin relaxation dynamics [3, 7]. These oscillations are

suppressed by PMD, and maximum IPD occurs when µ = 1. In contrast, when µ � 1, not only are pre-

cessions suppressed, but IPD is also considerably reduced because PMD-induced rapid SOP variations

average out the XPM-induced NPR.

IPD strongly depends on the pump power. Figure 10.2 shows d as a function of 1/µ ≡ γeP0Ld for

a fixed Ld in the Faraday geometry (a similar behavior occurs for the Voigt geometry). If pump power

is small, little IPD occurs even for L � Ld , although the global SOP of the signal varies randomly. IPD

increases dramatically with pump power, and d → 0 when µ−1 ≈ 0.7 for L = 4πLd . Spin decoherence

induced by a magnetic field and its effects on photoluminescence (the Hanle effect) are widely used for

measuring the spin relaxation time [4, 5]. Analogously, the sensitivity of IPD to pump power might

provide a simple way for PMD characterization.

Evolution of the signal polarization depends on the local interaction between PMD and XPM along

the fiber. Interplay between PMD and XPM transfers spatial randomness of fiber birefringence into

temporal randomness of signal polarization. Figure 10.3 shows IPD induced by a Gaussian pump pulse.

In the temporal region outside the pump pulse, signal only experiences PMD, and thus no IPD occurs.

But within the overlap region, the signal SOP is affected by both PMD and XPM. If walk-off is zero, IPD

is relatively large in the vicinity of the pump peak. Pulse walk-off broadens the depolarization region but

reduces the IPD magnitude because of a decrease in the XPM strength.
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Figure 10.3: IPD across the signal pulse for three walk-off lengths Lw. L = πLn and µ = 1. Simulation

results (circles) use Ω/2π = 1.09 THz and P0 = 0.353 W. The width of Gaussian pump pulse T0 =

FWHM/1.665.

10.1.3 Conclusions

In concluding this section, we have shown that the combination of XPM and PMD leads to the novel

phenomenon of intrapulse depolarization. We have also discussed how this behavior is analogous to

spin/pseudospin decoherence in two-level quantum systems. From a practical perspective, such intra-

pulse depolarization affect the chirp imposed on the signal pulse and lead to spectral distortion even

though the temporal profile of signal pulse may not change at all. On the other hand, it would affect the

performance of XPM-based nonlinear fiber devices such as optical switches and wavelength converters.

It would also affect PMD monitoring and PMD compensation in communication systems based on the

measurement of degree of polarization.

10.2 Effects of PMD on Nonlinear Switching

XPM inside a nonlinear optical loop mirror (NOLM) is used often for ultrafast optical switching [13]–

[18]. It has been noted in several experiments that the performance of an NOLM is significantly affected

by the residual birefringence of optical fiber used to make the Sagnac loop [19]–[22] if a polarization-

maintaining fiber is not used. Residual birefringence was indeed used as a method to reduce the polariza-

tion dependence of optical switching [23]. Physically, residual birefringence of optical fibers randomizes
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Figure 10.4: Notation used for describing optical switching in a nonlinear optical loop mirror; PC stands

for polarization controller.

the state of polarization (SOP) of both the signal and control pulses and induces differential polarization

variations between them through PMD when the two have different carrier frequencies. Since the XPM

process responsible for optical switching is polarization dependent [24], PMD induces considerable ran-

dom variations in the NOLM output. This impact of PMD on optical switching becomes a serious issue

for practical implementation of such optical switches.

The scalar theory commonly used for describing NOLM operation [24] cannot include the polariza-

tion effects. We have recently developed a vector theory of XPM and have used it to study the combined

effects of PMD and XPM on the performance of lightwave systems [9]. In this Chapter we use the

same approach for studying the effects of PMD on optical switching in NOLMs and show that PMD not

only affects the switching window of such devices but also induces considerable fluctuations in the shape,

width, and energy of switched pulses. We quantify these fluctuations by solving the underlying equations

analytically after appropriate simplifications and compare them with full numerical simulations.

10.2.1 Theoretical Model

Figure 10.4 shows an NOLM schematically and the notation used. The input field Ai splits after the

polarization-independent 3-dB coupler into forward (clockwise) and backward (counterclockwise) com-

ponents denoted as A f (z, t) and Ab(z, t) at a distance z inside the loop. An intense control pulse at a

different wavelength is injected after the coupler. It introduces different XPM-induced phase shifts on

A f and Ab as it propagates only in the forward direction. The two signal components interfere at the

3-dB coupler after one round trip. The loop transmissivity depends on the relative phase shift induced

by XPM and becomes 100% for a π phase shift provided both pulses maintain their SOP along the same

direction.

To include the polarization effects, we express all optical fields by a Jones vector, denoted by |A j〉
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[10], where the subscript j = f ,b, or c. The total field is given by

|A(z, t)〉= |Ac(z, t)〉exp(−iωct)+ [|A f (z, t)〉+ |Ab(z, t)〉]exp(−iωst). (10.8)

As there is a signal wave propagating backward inside the loop, to investigate the polarization, we need

to stay first in the laboratory reference frame by using Eq. (2.26) rather than directly go to the rotating

frame of Eq. (8.14). Substituting Eq. (10.8) into Eq. (2.26) and decomposing into individual fields, we

obtain the following set of three vector equations governing the propagation of three optical fields inside

the NOLM:

∂ |Ac〉
∂ z

+
1
vc

∂ |Ac〉
∂ t

= − i
2

ωcB ·σ|Ac〉+
iγ
3

[2〈Ac|Ac〉+ |A∗c〉〈A∗c |] |Ac〉, (10.9)

∂ |A f 〉
∂ z

+
1
vs

∂ |A f 〉
∂ t

= − i
2

ωsB ·σ|A f 〉+
2iγ
3

[〈Ac|Ac〉+ |Ac〉〈Ac|+ |A∗c〉〈A∗c |] |A f 〉, (10.10)

−∂ |Ab〉
∂ z

+
1
vs

∂ |Ab〉
∂ t

= − i
2

ωsB ·σ|Ab〉+
2iγ
3

[〈Ac|Ac〉+ |Ac〉〈Ac|+ |A∗c〉〈A∗c |] |Ab〉, (10.11)

where ω j and v j ( j = c,s) are the carrier frequency and the group velocity for the control and signal

pulses, respectively. The nonlinear parameter γ is taken to be nearly the same for the two waves assum-

ing that their frequency difference |ωs −ωc| is relatively small compared with the carrier frequencies

themselves.

The main approximation made in deriving Eqs. (10.9)–(10.11) is that the control pulse is assumed

to be much more intense than signal pulses. Thus, self-phase modulation (SPM) and XPM induced by

the control pulse are included but those induced by the signal pulse are neglected because of its weak

nature. Fiber losses are neglected because length of the loop is typically only a few kilometers. The

effects of group-velocity dispersion (GVD) are also ignored assuming that pulses are wide enough that

dispersion length exceeds the loop length considerably. To solve Eqs. (10.9)–(10.11), we make one more

simplification. In practice, the XPM effects on the backward field |Ab〉 induced by the control pulse

are so small because of the counterpropagating nature of two pulses (walk-off length ∼ 1 cm even for

a 100-ps pulse) that we can ignore them. The backward propagating field |Ab〉 is then only affected by

fiber birefringence, and Eq. (10.11) can be solved analytically after setting γ = 0.

Because of the counterpropagating nature of the two signal pulses [26, 27], the Jones matrices asso-

ciated with birefringence-induced SOP evolution for |A f 〉 and |Ab〉 are
↔
T and

↔
T t , respectively, where

↔
T t

is the transpose of
↔
T , and

↔
T is the solution of d

↔
T /dz = −(i/2)ωsB ·σ

↔
T . The solution of Eq. (10.11)

can now be used to write |Ab〉 at port 2 after one round trip as

|Ab(0, t)〉=
↔
T t(L)|Ab(L, t−L/vs)〉= i

↔
T t(L)σ1|Ai(t−L/vs)〉/

√
2, (10.12)

where |Ai〉 is the input field at port 1 and σ1 is one of the Pauli matrices [10]. The factor of i/
√

2 results

from the transfer matrix of a 3-dB coupler, which not only splits the power into half but also introduces



144

a π/2 phase shift [16]. The origin of σ1 matrix lies in the fact that we are working in a reference frame

associated with the forward-propagating pulse that flips its y-axis after a round trip (See Fig. 10.4). It is

also useful to introduce a retarded time in this frame as τ = t− z/vs.

The NOLM output at port 4 corresponds to the switched pulse. The power profile of this pulse is

obtained by interfering the two counterpropagating field components at the 3-dB coupler and is given by

Po(τ) = {Pi(τ)−Re[ρ0(L,τ)]}/2, (10.13)

where Re denotes the real part, Pi(τ) = 〈Ai(τ)|Ai(τ)〉 is the input pulse profile at port 1 of the coupler,

and the scalar quantity ρ0 describes the interference effects and is defined as

ρ0(z,τ) = 〈Ai(τ)|σ1
↔
T ∗(L)σ1

↔
T (L)|A′f (z,τ)〉, (10.14)

where
↔
T ∗ is the complex conjugate of

↔
T and we used the relation |A f (z,τ)〉 =

↔
T (z)|A′f (z,τ)〉 since

|A′f (z,τ)〉 is only affected by the XPM from the control pulse; it would remain constant in the absence

of the XPM effects. All birefringence-induced polarization effects are included through the random

quantity ρ0.

Residual birefringence affects the NOLM output in two ways. First, it randomizes the SOPs of the

control and signal pulses along the fiber and thus affects the XPM process locally. Second, because of

the interferometric nature of the NOLM, SOP variations affect the output even in the absence of any

control pulse [26], [27]. To optimize the performance, a polarization controller is adjusted inside the

loop such that Po is minimum in the absence of control pulses. Mathematically, this is equivalent to

setting σ1
↔
T ∗σ1

↔
T = σ0 [28], where σ0 is a unit matrix and

↔
T includes the SOP rotation induced by the

polarization controller. If residual birefringence varies with time because of environmental perturbations,
↔
T also changes randomly on a time scale associated with birefringence fluctuations. We assume that

optimization is maintained by adjusting the polarization controller adaptively and focus only on the

PMD effects on XPM inside the NOLM. The quantity ρ0 is then given by ρ0(z,τ) = 〈Ai(τ)|A′f (z,τ)〉 and

does not require knowledge of the matrix
↔
T (L).

10.2.2 XPM-Induced Switching

To calculate ρ0, we need the field |A′f (L,τ)〉 after its phase has been affected by the control pulse through

XPM. By noting that |A′f (L,τ)〉 is the field vector in the rotating frame as what discussed in Chapter 7,

and that rapid SOP variations induced by
↔
T (z) average over the nonlinear effects, rather than performing

SVPA on Eqs. (10.9) and (10.10), we can directly use Eq. (8.14) to find the dynamic equation for the

forward propagating signal and control waves. After decomposing Eq. (8.14) into two frequency compo-
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nents as what we did in the last section, we find that |A′f (z,τ)〉 and |A′c(z,τ)〉=
↔
T −1(z)|Ac(z,τ)〉 evolve

inside the loop as [9]

∂ |A′f 〉
∂ z

=
iγe

2
Pc(z,τ)(3+ p̂ ·σ) |A′f 〉, (10.15)

∂ |A′c〉
∂ z

+δβ1
∂ |A′c〉

∂τ
= − i

2
Ωb ·σ|A′c〉+ iγePc(z,τ)|A′c〉, (10.16)

where Ω = ωc −ωs is the carrier frequency difference between the two pulses and δβ1 = 1/vc − 1/vs

describes their group-velocity mismatch. Different from the last section, we use the signal frequency as

the carrier when we used Eq. (8.14), just for convenience.

Equations (10.15) and (10.16) show that both the power Pc and the SOP p̂ of the control pulse affect

the XPM-induced phase shift. The power of the control pulse is given by Pc(z,τ) = 〈A′c|A′c〉 = 〈Ac|Ac〉.

Its SOP is governed by the unit vector p̂(z,τ) = 〈A′c|σ|A′c〉/Pc, representing the direction of its Stokes

vector on the Poincaré sphere. Both the control and signal pulses maintain their shape inside the NOLM

(assuming negligible dispersion-induced pulse broadening) although two pulses walk away from each

other because of group-velocity mismatch. Thus Pc(z,τ) = Pc(0,τ −δβ1z) in Eqs. (10.15) and (10.16).

This feature simplifies the following analysis considerably.

The output power Po of the switched pulse is determined by the interference term ρ0. We use its

expression together with Eqs. (10.15) and (10.16) to arrive at the following set of three closed equations:

∂ρ0

∂ z
=

iγePc

2
(3ρ0 + p̂ ·ρ) , (10.17)

∂ρ

∂ z
=

iγePc

2
(3ρ+ρ0 p̂)− γe

2
Pc p̂×ρ, (10.18)

∂ p̂
∂ z

= Ωb× p̂, (10.19)

where the vector ρ is introduced as ρ(z,τ) = 〈Ai(τ)|σ|A′f (z,τ)〉. Notice that both ρ0 and ρ are complex

quantities and related through the identities ρ2
0 = ρ2 and |ρ0|2 + |ρ|2 = 2P2

i . The statistics of b is given

by Eq. (8.16). Equations (10.17)-(10.19) are three linear stochastic equations and can be easily solved

numerically to find ρ0 and then calculate transmitted power Po(τ) for given temporal profiles, Pi(τ) and

Pc(0,τ), for the input and control pulses, respectively.

To show the effects of PMD on the switching window of an NOLM, we consider a 3-km long NOLM

with γ = 2W−1/km, Dp = 0.1ps/
√

km, β3 = 0.1ps3/km, and a zero-dispersion wavelength (ZDWL)

of λ0 = 1550 nm. The power of the Gaussian-shape control pulse at 1545 nm varies as Pc(0,τ) =

P0 exp(−τ2/T 2
0 ), where T0 = 10 ps and peak power P0 = 820 mW. The signal is assumed to have a

continuum-wave (CW) form at a wavelength of 1575 nm. The switching window is defined as the loop

transmissivity as Po(τ)/Pi(τ). The 30-nm wavelength difference between the signal and control waves
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Figure 10.5: Switching windows of a NOLM under the impact of residual birefringence (solid curves)

created by a Gaussian-shape control pulse. The dotted curve shows for comparison the switching window

in the absence of residual birefringence. For all the curves, the control and signal waves are linearly

copolarized at the location where the control pulse is injected into the loop. Parameters are given in the

text.

introduces considerable walk off between the two and produces a nearly rectangular 40-ps switching

window shown by the dotted line in Fig. 10.5 when fiber has no birefringence (the ideal case). When

residual birefringence is included by choosing Dp = 0.1ps/
√

km and a correlation length of 10 m, the

switching window depends on the birefringence distribution along the fiber length and varies for each

realization of the stochastic process. Figure 10.5 shows some examples of the switching window obtained

by solving Eqs. (10.9)-(10.11) numerically, assuming that the signal and control are linearly copolarized

at the location where the control is injected to the loop. A comparison of these curves with the dotted

curve shows that PMD effects not only reduce the NOLM transmission during switching but also make

the transmissivity to vary with time along the switching window. As a result, switching window become

distorted, and the extent of distortion depends on the specific distribution of residual birefringence inside

the NOLM. Since this distribution will change from fiber to fiber, different NOLMs made from the same

spool of fiber would exhibit quite different switching performances.

One may wonder what makes NOLM transmission to vary randomly within the switching window

for a given NOLM if nothing is changing with time. More specifically, if both Pi and Pc are deterministic

quantities at any time τ , why Po fluctuates in a random fashion with τ . From a physical standpoint, this

is a consequence of PMD-induced changes in the SOP of various fields and resulting variations in the

XPM efficiency. The combination of the two effects produces intrapulse depolarization for the signal



147

manifested as a random SOP of the signal along the pulse profile [1], as discussed in Section 1. In effect,

spatial randomness of residual birefringence is translated into temporal randomness at the NOLM output

by the Sagnac interferometer.

10.2.3 Average Output Power and Fluctuation Level

As seen in Fig. 10.5, the NOLM output is random in two ways because of PMD. First, if birefringence

distribution along the fiber length is frozen and does not change with time, switching window is distorted

but is static. The output power then varies along the switching window in a random fashion but does not

fluctuate at any given moment. Second, if birefringence distribution along the fiber length changes with

time in a dynamic fashion because of environmental perturbations, the output power at any instant of time

itself begins to fluctuate on a time scale associated with such perturbations. Although this time scale is

relatively long (ranging from a few seconds to several hours), such random fluctuations in the output of

an NOLM are not acceptable in practice. It is thus important to estimate the average and variance of such

environment-induced power fluctuations. It turns out that these two moments of the output power can be

calculated in a semi-analytical fashion.

The average value 〈Po〉 and variance σ2
o = 〈P2

o 〉− 〈Po〉2 of the output power are obtained from Eq.

(10.13) and are related to the moments of ρ0 as

〈Po〉(τ) = {Pi(τ)−Re[〈ρ0〉(L,τ)]}/2, (10.20)

σ
2
o (τ) = [Re(〈ρ2

0 〉−〈ρ0〉2)+ 〈|ρ0|2〉− |〈ρ0〉|2]/8. (10.21)

The evolution equations for 〈ρ0〉, 〈ρ2
0 〉, and 〈|ρ0|2〉 can be obtained from Eqs. (10.17)-(10.19) after

averaging over random residual birefringence using a procedure described in Ref. [25]. For the mean

value of ρ0, we obtain the following two coupled equations:

∂ 〈ρ0〉
∂ z

=
iγePc

2
(3〈ρ0〉+ 〈p̂ ·ρ〉) , (10.22)

∂ (〈p̂ ·ρ〉)
∂ z

= −η (〈p̂ ·ρ〉)+
iγePc

2
(〈ρ0〉+3〈p̂ ·ρ〉) , (10.23)

where η = 1/Ld = (DpΩ)2/3 and Ld is the PMD diffusion length of the relative SOP orientation between

the two pulses. Note that Ld is not only a function of the PMD parameter of fiber, but also depends on

the the carrier frequency separation between the control and signal pulses, which plays an important role

on the switching performance.

Following the same procedure, the second-order moment 〈ρ2
0 〉 is obtained by solving the following
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three coupled equations:

∂ 〈ρ2
0 〉

∂ z
= iγePc

(
3〈ρ2

0 〉+U1
)
, (10.24)

∂U1

∂ z
= (3iγePc−η)U1 +

iγePc

2
(
V1 + 〈ρ2

0 〉
)
, (10.25)

∂V1

∂ z
= (3iγePc−3η)V1 +η〈ρ2

0 〉+ iγePcU1, (10.26)

where U1 = 〈p̂ ·ρ0ρ〉 and V1 = 〈(p̂ ·ρ)2〉. Similarly, 〈|ρ0|2〉 can be obtained by solving

∂ 〈|ρ0|2〉
∂ z

= γePcU2, (10.27)

∂U2

∂ z
= −ηU2 + γePc

(
V2−〈|ρ0|2〉

)
, (10.28)

∂V2

∂ z
= −3ηV2− γePcU2 +η

(
2P2

i −〈|ρ0|2〉
)
. (10.29)

where U2 = Im(〈p̂ ·ρ0ρ
∗〉), V2 = 〈|p̂ ·ρ|2〉, and Im denotes the imaginary part. All of these deterministic

equations can be solved easily on a computer. Analytical solutions can also be obtained in some specific

cases.

We first consider the loop transmissivity for a square-shape control pulse when the control and signal

wavelengths are tuned symmetrically around the ZDWL so that their group velocities always match.

The switching window under such conditions has the same shape and duration as the control pulse. We

focus on the same 3-km long fiber loop used for Fig. 10.5 but set the control peak power to Pπ = 262

mW, a value that represents the control power for which the entire copolarized signal is transmitted in

the absence of residual birefringence when there is no walk-off between the two pulses. Figure 10.6(a)

shows the average loop transmissivity (or switching contrast) defined as TL = 〈Po〉/Pi at the control

pulse peak by plotting TL as a function of signal-control wavelength detuning ∆λ = |λs−λc| for three

values of the PMD parameter Dp. Figure 10.6(b) shows the fluctuation level, defined as σo/Pi, under

the same conditions. In both cases, solid and dashed curves are respectively for the copolarized and

orthogonally polarized control pulse with respect to the signal SOP at the input end. Dotted curves show

for comparison the no-birefringence case for these two polarization configurations. The control only

imposes a phase shift of π/3 on the signal when the two are orthogonally polarized, resulting in only

25% transmission in the ideal case (lower dotted line).

To justify the semi-analytical theory presented here, we carried out full numerical simulations based

on Eqs. (10.9)–(10.11) by dividing the 3-km-long fiber into 10-m long sections. Birefringence was kept

constant inside each section but both its magnitude and axes are changed randomly from section to

section. More precisely, the magnitude of birefringence follows a Gaussian distribution with zero mean

while the principal axes are rotated uniformly after each section. The results averaged over 300 runs are
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Figure 10.6: Switching contrast (a) and fluctuation level of output (b) plotted as a function of wavelength

separation between the signal and control for three values of PMD parameter Dp (in units of ps/
√

km) for

the copolarized (solid curves) and orthogonally polarized (dashed curves) cases. Dotted lines show the

no-birefringence case for the same two polarization configurations. Filled circles shows the Monte–Carlo

simulation results.

shown as filled circles in Fig. 10.6. The semi-analytical results agree quite well with the Monte–Carlo

numerical simulations. In particular, the predicted average transmissivity almost coincides in the two

cases. A small discrepancy seen in the prediction of the fluctuation level comes from the sample size of

300 used for numerical simulations. It decreases as the sample size is increased but only at the expense

of a longer computational time.

As seen in Fig. 10.6(a), residual birefringence of the fiber loop reduces the NOLM transmission

considerably on average for copolarized signal and control pulses, thereby degrading the switch perfor-

mance. When ∆λ is small enough to make PMD diffusion length Ld larger than the NOLM length L, the

signal and control nearly maintain their relative SOPs inside the NOLM even though the SOP of each

field can change considerably. The switching contrast is then only affected by reduction in γ by a factor

of 8/9 and is reduced by a mere 3% for ∆λ = 1 or 2 nm. The similar effect in the orthogonally polarized

case increases the XPM-induced nonlinear phase from π/3 to 4π/9, resulting in a loop transmissivity of

41.3%. However, the average switching contrast changes quickly with increase in ∆λ or Dp, as seen in

Fig. 10.6(a). In fact, the NOLM approaches a polarization-independent switching contrast of 75% (cor-

responding to a nonlinear phase shift of 2π/3) for large wavelength separations such that Ld � L. These

results are qualitatively consistent with the experimental results of [23]. The level of PMD-induced

fluctuations depends on the length ratio µ = Ln/Ld , where Ln = (2γeP0)−1 is the nonlinear length for

XPM-induced phase shift. It becomes maximum when µ ≈ 1, resulting in a peak value of about 9% in

Fig. 10.6(b). Around the spectral region where µ ≈ 1, the NOLM is most susceptible to environmental
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Figure 10.7: (a) Maximum switching contrast (solid curves) and optimum control power (dashed curves)

as a function of wavelength separation between the signal and control (both linearly copolarized initially)

for three values of PMD parameter Dp (in units of ps/
√

km). (b) Output fluctuation level under the

optimum conditions.

perturbations. The qualitative behavior is similar for all values of Dp. The only difference is that the

peak in Fig. 10.6(b) shifts to smaller values of ∆λ for larger values of Dp.

The PMD-induced reduction in the switching contrast can be compensated to some extent by in-

creasing the control power Pc. This increase in control power was observed in the experiment of [21].

Of course, the optimum value of power depends on both the wavelength separation ∆λ and the value of

the PMD parameter Dp. Moreover, it is not possible to realize 100% switching contrast even with this

optimization. The solid and dashed curves in Fig. 10.7(a) show, respectively, the optimized switching

contrast and the control power required for it as a function of ∆λ for copolarized control and signal at

the input end. When ∆λ ≈ 0, the reduction in γ can be overcome by increasing Pπ from 262 to 295 mW

for complete switching. However, this power level increases to 380 mW for ∆λ = 50 nm inside a fiber

with Dp = 0.1 ps/
√

km, even if there is no walk off between the two waves. Complete switching with

100% contrast becomes difficult to realize when µ ≈ 1. As seen in Fig. 10.7(a), the optimized switching

contrast is close to 92% when µ is close to 1. Figure 10.7(b) shows the the fluctuation level under op-

timum conditions. It is reduced considerably compared with the values seen in Fig. 10.6(b). Maximum

fluctuation level is about 4.5% and occurs again when µ is close to 1.

10.2.4 Switching Window

We now consider the temporal switching window and assume that the NOLM output is being switched

for a short duration using control pulses of Gaussian shape with T0 = 10 ps and a peak power of 262 mW.
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Figure 10.8: Switching windows (a) and fluctuation level of output (b) for three values of wavelength

separation between the signal and control waves. The control is fixed at 1545 nm but the signal wave-

lengths are 1555, 1565, 1575 nm for the three cases, respectively. In each case, NOLM transmissivity is

plotted as a function of time for Gaussian-shape control pulses. Solid lines show the analytical results

and dotted lines show for comparison the no-birefringence case. Filled circles show the Monte-Carlo

simulation results, which overlap with the solid curves in most of the cases.

The control wavelength of 1545 nm is 5-nm shorter than the 1550-nm ZDWL of the fiber loop. The signal

is again in the CW form but our results also apply for a pulsed signal as long as the signal pulse is much

wider than the control pulse. The two waves are linearly copolarized at the location where the control is

injected to the loop. The signal wavelength is varied from 1555 to 1575 nm to study the impact of the

group-velocity mismatch, whose magnitude can be calculated from the third-order dispersion of the fiber

using δβ1 = 1/vc− 1/vs = β3(ωc−ωs)(ωc + ωs− 2ω0)/2, where ω0 = 2πc/λ0 is the zero-dispersion

frequency. The fiber is assumed to have a third-order dispersion of β3 = 0.1 ps3/km at ZDWL. The

GVD-induced pulse broadening can be neglected because the dispersion lengths exceed 50 km in all

cases.

Solid curves in Figure 10.8(a) show the “averaged” switching window by plotting average value of

the NOLM transmissivity 〈P〉o(τ)/Pi(τ) as a function of time for three signal wavelengths separated

from the control wavelength by 10, 20, and 30 nm. All NOLM parameters are the same as those used

for Fig. 10.6 except for Dp = 0.1 ps/
√

km. Dotted curves show the switching window in the absence of

residual birefringence. The switching window is relatively narrow and has 100% contrast at its peak for

∆λ = 10 nm because the walk-off effects disappear when the control and signal wavelengths are located

symmetrically around the ZDWL. The walk-off effects broaden the switching window and reduce the

transmissivity as ∆λ increases to 20 and 30 nm. The PMD effects make the situation worse because they

reduce the transmissivity even further and also make the switching window asymmetric. The asymmetry
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is related to the fact that control pulse overlaps with different slices of the signal pulse at different

locations inside the fiber.

When ∆λ = 20 nm, a value for which µ ≈ 1, only 60% of signal power can be switched to output

port on average and this value drops to below 15% for ∆λ = 30 nm. Figure 10.8(b) shows the fluctuation

level within the switching window under the conditions of Fig. 10.8(a). The peak fluctuation level is

under 5% for ∆λ = 10 nm, increases to around 9% for ∆λ = 20 nm and then drops to below 3% for

∆λ = 30 nm. This behavior is similar to that seen in Fig. 10.6 but is modified significantly because of

the reduction in the XPM effects induced by pulse walk-off. For Dp = 0.1 ps/
√

km, large fluctuations

occur for ∆λ = 20 nm but are reduced considerably for smaller or larger wavelength separations. Again,

the analytical results agree well with the numerical ones based on full Monte–Carlo simulations (filled

circles). Note that the fluctuation level depends on the control peak power as well as the loop length. If

the control peak power is increased to achieve a maximum peak switching contrast as shown in Fig. 10.5

for ∆λ = 30 nm, the fluctuation level will increase considerably.

10.2.5 Conclusions

In this section we have presented a vector theory of XPM that is capable of including the PMD effects

while describing the switching performance of an NOLM. The interaction between the PMD and XPM

phenomena transfers the spatial randomness of residual birefringence to temporal fluctuations on the

switched-pulse profile. Physically speaking, the combination of PMD and XPM induces intrapulse de-

polarization on the signal in the sense that different parts of the signal pulse have different randomly

varying SOPs. Because of this depolarization, PMD reduces the switching contrast and the polarization

dependence when signal and control wavelengths are chosen to be further apart than a few nanometers.

The contrast can be improved to some extent by increasing the control power but it cannot be made 100%

in the spectral region where the PMD diffusion length becomes comparable to the nonlinear length. Un-

der environmental perturbations, PMD induced fluctuations on the switched pulse can be up to 9% of the

input power, depending on the fiber length and the value of the PMD parameter for that fiber. Our results

qualitatively agree with the existing experimental observations [21, 23]. Further experiments would help

to verify our predictions.

The use of a polarization-diversity loop has been proposed to reduce the polarization dependence of

an NOLM-vased optical switch [22], [32]. Our analysis shows that such a loop cannot mitigate the PMD

effects on XPM because of the PMD and XPM effects interact locally all along the loop length. For the

same reason, a Faraday mirror inside a folded ultrafast nonlinear interferometer can reduce the effect of

global SOP evolution induced by linear birefringence [21], [33] but it cannot eliminate the degradation
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induced by local interaction between the PMD and XPM. For these reasons, PMD is likely to remain a

limiting factor for XPM-based optical switching whenever fiber-loop lengths exceeds a few kilometers.

The ultimate solution of this problem relies on the availability of fibers with ultra-low PMD and high

nonlinearity. Even though the intrinsic nonlinearity of silica, governed by the n2 parameter, cannot be

changed, the nonlinear parameter γ can be enhanced by reducing the effective core area aeff of the fiber

since the two are related as γ = 2πn2/(λaeff) [24]. A fiber with large values of γ is referred to as a highly

nonlinear fiber. An increase in γ by a factor of 8–10 will reduce the loop length of NOLMs to below

400 m and will help to increase the device performance considerably [34], [35].

We should stress that our analytic theory is based on the assumption of a delta-function correlation

among residual birefringence fluctuations. We have performed numerical simulations to judge the va-

lidity of this approximation by changing the birefringence correlation length lc. The results shown in

Figs. 10.6-10.8 change only by a small amount even when lc is increased up to 100 m. Numerical sim-

ulations show that our analytic theory works reasonably well when the NOLM length is 10 to 15 larger

than the birefringence correlation length. In the case of highly nonlinear fibers, loop lengths of less than

100 m may be sufficient for optical switching. Similarly, for pulses shorter than a few picoseconds, loop

length is generally kept short as ∼ 100 m to prevent pulse broadening. In these cases, residual birefrin-

gence fluctuations cannot be treated as delta-correlated (white noise), and a numerical approach should

be used. On the other hand, even though it is easy to include numerically pulse broadening induced by

GVD and higher-order dispersion, we have not done so since the loop length is generally kept shorter

than the dispersion length in almost all practical situations.

References

[1] Q. Lin and G. P. Agrawal, Opt. Lett. 30, 821 (2005).

[2] Q. Lin and G. P. Agrawal, IEEE J. Sel. Top. Quant. Electron. 10, 1107 (2004).

[3] C. P. Slichter, Principles of Magnetic Resonance, 3rd ed. (Springer, New York, 1990).

[4] F. Meier and B. Zakharchenya, Eds., Optical Orientation (North-Holland, New York, 1984).

[5] D. Awschalom, D. Loss, and N. Samarth, Eds., Semiconductor Spintronics and Quantum Compu-

tation (Springer, New York, 2002).

[6] Y. Semenov and K. Kim, Phys. Rev. Lett. 92, 026601 (2004), and references therein.

[7] L. Allen and J. H. Eberly, Optical Resonance and Two-level atoms (Wiley, New York, 1975).



154
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11 PMD and Four-Wave Mixing

In this chapter, we investigate a more complicated situation in which the nonlinear interaction is based

on the mixing of three or four waves: FWM. We investigate the mechanism underlying the interaction

between PMD and FWM, and discuss its impact on fiber optic parametric amplifiers (FOPAs) and wave-

length converters [1, 2]. We show that PMD is likely to be one of the limiting factor to current FOPAs.

It distorts the gain spectrum and makes it less uniform than that expected in the absence of residual

birefringence. It also induces large fluctuations in the amplified or wavelength-converted signal. Such

PMD-FWM interactions affect all techniques based on FWM. For another example, we show how it

affects the mapping of zero-dispersion wavelength (ZDWL) in optical fibers [3]. Some of the work were

done in collaboration with Fatih Yaman in Prof. Agarawal’s group and with Dr. Stojan Radic’s group at

UCSD (previously at Bell Lab, Lucent Technologies).

11.1 Introduction

Fiber-optic parametric amplifiers (FOPAs), based on FWM occurring inside optical fibers, can provide

high gain over a relatively wide bandwidth [4]-[6]. However, the underlying FWM process is highly

polarization dependent [7]. Residual birefringence inside optical fibers not only randomizes the state of

polarization (SOP) of any optical wave, but also induces differential polarization variations among waves

of different frequencies through PMD [8]. In the presence of PMD, the pump, signal, and idler waves

cannot maintain their relative SOPs along the fiber, resulting in degradation of the FOPA performance

unless a polarization-maintaining fiber is used. Moreover, since PMD can change with time because of

environmental variations, it would induce fluctuations in the amplified signal in practice. Although PMD

effects have been observed in experiments [6],[9]-[11], theory describing such effects is not yet fully

developed. In this chapter, we present a vector theory for the FWM process and use it to quantify the



157

impact of PMD on the performance of FOPAs and wavelength converters.

On the other hand, accurate knowledge of fiber dispersion is very important for the applications of

optical fibers. As FWM is a coherent parametric process very sensitive to phase matching condition, it

becomes an ideal nondestructive technique for dispersion characterization. Clearly, PMD would affect

the characterization accuracy. In this chapter, we will also use the theory to quantify the measurement

accuracy of zero-dispersion-wavelength mapping based on FWM inside fibers.

11.2 Single-Pump Configuration

In this section, we focus the simplest FWM which induced by a single pump and the total field is given

by

|A(z, t)〉= |Ap(z)〉exp(−iωpt)+ |As(z)〉exp(−iωst)+ |Ai(z)〉exp(−iωit), (11.1)

where energy conservation requires 2ωp = ωs +ωi, which indicates that the signal and idler frequencies

are symmetrically located around the pump. For convenience, we set the carrier frequency at the pump

(ω0 = ωp) in Eq. (8.14). Substituting Eq. (11.1) into Eq. (8.14), neglecting the Raman contribution

by setting fR = 0, and decomposing into different frequency components, we find the pump wave is

governed by a simple equation as

d|Ap〉
dz

= iβp|Ap〉+ iγe〈AP|AP〉|Ap〉, (11.2)

where γe = 8γ/9 and βp is the propagation constant for the pump. Equation (11.2) provides a simple

solution for the pump as |Ap(z)〉= |Ap(0)〉exp[i
∫ z

0 (βp +γeP0)dz], where P0 = 〈Ap|Ap〉 is the pump power.

Making a transformation for the signal and idler fields as |A(z)〉 = |A′(z)〉exp[i
∫ z

0 (βp + γeP0)dz], We

obtain the signal and idler equations as

d|As〉
dz

= i
(

∆βs−
1
2

∆ωb ·σ
)
|As〉+ iγe [〈Ap|As〉+ 〈Ai|Ap〉] |Ap〉, (11.3)

d|Ai〉
dz

= i
(

∆βi +
1
2

∆ωb ·σ
)
|Ai〉+ iγe [〈Ap|Ai〉+ 〈As|Ap〉] |Ap〉, (11.4)

where ∆β j = β j − βp, ( j = s, i), ∆ω = ωs −ωp, and we have dropped the prime for simplicity. The

statistics for the birefringence vector b is given by Eq. (8.16).

Several approximations were made in deriving Eqs. (11.2)-(11.4). Fiber losses were neglected be-

cause of short fiber lengths used commonly for making FOPAs. We also neglected pump depletion

because pump power is much larger than the signal and idler powers in practice. For the same reason,

SPM is included for the pump but neglected for the signal and idler. Equations (11.3) and (11.4) in-

cludes XPM induced by the pump because XPM affects phase matching of the FWM process and leads

to nonlinear polarization rotation (NPR) of the signal and idler waves.
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In the absence of birefringence, Eqs. (11.3) and (11.4) reduce to the scalar case when the three waves

are linearly copolarized since they maintain their input SOP. In the presence of residual birefringence,

the XPM and FWM processes depend only on 〈As|Ap〉 and 〈Ai|Ap〉. Since PMD changes the SOPs of

the signal and idler with respect to the pump randomly along the fiber , the XPM and FWM efficiencies

vary randomly in different sections of fiber. Consequently, the amplified signal and idler powers will

fluctuate from fiber to fiber even if fibers were otherwise identical. For the same reason, these powers

can fluctuate with time for a given FOPA at time scales associated with environmental variations [5]. The

inset in Fig. 11.1 shows examples of such variations in the FOPA gain spectrum for Dp = 0.05 ps/
√

km.

The general solution of Eqs. (11.3) and (11.4) requires a numerical approach. However, it turns

out that the evolution of the signal and idler powers, S0 = 〈As|As〉 and I0 = 〈Ai|Ai〉, is determined by

the relationship among the Stokes vectors of the three waves, P ≡ 〈Ap|σ|Ap〉, S ≡ 〈As|σ|As〉, I ≡

〈Ai|σ|Ai〉, and the complex variables ρ j ≡ 〈A j|Ap〉 and Γ j ≡ 〈A j|σ|Ap〉 ( j = s, i) which are associated

with the relative orientations between the pump and signal/idler SOPs. The average gain and signal-

power fluctuations are obtained using Gav = S0(L)/S0(0) and σ2
s = S2

0(L)/S0(L)
2−1.

Finding the evolution equations for S0 and I0 from Eqs. (11.3) and (11.4) and averaging them over

the birefringence fluctuations by following the technique used in Ref. [14], we obtain the following

equations governing the average signal and idler powers:

dS0

dz
=

dI0

dz
= γeP0ℜ(U), (11.5)

dU
dz

= −(η/2+ iκ)U + γeP0
[
S0 + I0 +V

]
, (11.6)

dV
dz

= −ηV +2γeP0ℜ(U), (11.7)

where ℜ denotes the real part, η = 1/Ld = D2
p (∆ω)2 /3, and Ld is the PMD diffusion length. The

auxiliary variable U and V are defined as U = 2iρsρi/P0 and V = (S +I) · p̂, where p̂ = P /P0 is the unit

vector along the pump SOP. Also, κ = βs + βi− 2βp + 2γeP0 describes the net phase mismatch among

the three waves.

Equations (11.5)–(11.7) are easy to solve to obtain the average FOPA gain spectrum. Although such

an average gain spectrum does not correspond to a single experimental measurement, it provides a good

indication of the impact of PMD on FOPA performance. Figure 11.1 shows such gain spectra for two Dp

values when the input signal is linearly copolarized with the pump. The solid lines show the analytical

results using γ = 2 W−1/km, L = 2 km, λ0 = 1550 nm, β3 = 0.1 ps3/km, β4 = 1× 10−4 ps4/km, and

P0 = 1 W. The dotted line shows for comparison the case of an isotropic fiber without birefringence. The

pump wavelength (λp = 1550.15 nm) was chosen such that the signal has a fairly flat gain over 40-nm

bandwidth in the absence of birefringence. Since the FOPA gain is very susceptible to any perturbations
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Figure 11.1: Average FOPA gain as a function of signal detuning from the zero-dispersion wavelength for

two values of Dp. Solid and dashed curves show the analytical and numerical results, respectively; two

curves cannot be distinguished for Dp = 0.05 ps/
√

km on the scale used. The dotted curves shows for

comparison the case without birefringence. The inset shows examples of FOPA gain spectra numerically

obtained from Eqs. (10.9) and (3.11) for different realizations of residual birefringence.

to the phase matching condition, PMD-induced random variations of the signal and idler SOPs affect the

average gain spectra considerably. Their impact increases with increased wavelength separation between

the pump and signal. As a result, PMD not only reduces the peak gain value but also severely degrades

the flatness of the gain spectrum.

When signal wavelength λs is close to the pump, the PMD diffusion length becomes longer than the

FOPA length, and the signal and idler can remain nearly copolarized with the pump along the fiber. The

impact of PMD is small in this region, and the FOPA gain is only reduced by 1 dB or so because of

the reduction in γ by a factor of 8/9. When λs is relatively far from λp, the situation becomes different

because the PMD diffusion length is now comparable or even shorter than the FOPA length. As a result,

PMD induces considerable random variations in the signal and idler SOPs, leading to further reduction in

the FOPA gain and degrading severely the gain uniformity. Even for a small Dp value of 0.05 ps/
√

km, a

significant tilt appears in the gain spectrum. For larger values of Dp, the gain spectrum is degraded even

more. For example, Ld = 2.16 km for |λs−λp|= 30 nm when Dp = 0.05 ps/
√

km but this value reduces

to 0.24 km when Dp = 0.15 ps/
√

km. As a result, the average gain spectrum is distorted drastically for

such large values of Dp.

To justify the approximations made in deriving the averaged equations, we performed numerical
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Figure 11.2: Signal fluctuation level σs plotted as a function of signal detuning, under conditions of

Fig. 11.1.

simulations using the full vector model based on Eqs. (10.9) and (3.11) and dividing the fiber into many

10-m long-sections. Birefringence was kept constant inside each section but changed randomly from

section to section. The signal and idler powers were averaged over 500 runs. The analytical results based

on Eqs. (11.5)-(11.7) agree quite well with the simulation ones (dashed lines).

PMD-induced signal fluctuations are quantified by the variance of the amplified signal. This quantity

is related to the second-order moments and correlations of S0, S, I0, I , ρs, ρi, Γs, and Γi and can

be calculated by solving a set of coupled averaged equations. Figure 11.2 shows the level of signal

fluctuations as a function of signal detuning for the same parameters used for Fig. 11.1. When λs is close

to λp, fluctuations are small because the PMD diffusion length is much longer than the FOPA length.

However, level of fluctuations increases quickly in the useful region where gain is large. Over the main

peak of the gain spectrum, output signal fluctuations can exceed 30 % even for a relatively small value

of Dp = 0.05 ps/
√

km. Signal fluctuations increase drastically for Dp = 0.15 ps/
√

km, approaching a

90% level. Numerical simulations (dashed curves) agree well with this analytical prediction.

Although Figures 11.1 and 11.2 focus on signal amplification, the theory and the results also apply

for wavelength converters because the idler power is related to the signal power as I0(L) = S0(L)−S0(0).

Since the conversion efficiency ζ is related to the signal gain G as ζ ≡ I0(L)/S0(0) = G−1, the average

conversion efficiency ζ = Gav− 1. The level of idler-power fluctuations is related to that of the signal

simply as σ2
i ≡ I2

0 (L)/I0(L)
2−1 = σ2

s G2
av/(Gav−1)2. The curves in Figs. 11.1 and 11.2 can be used to

find ζ and σi using the above relations. In particular, all the qualitative features of these figures apply to
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wavelength converters as well.

The preceding analysis is based on the assumption that the correlation length lc of birefringence

fluctuations is much shorter than the fiber length. One might ask if this assumption is justified for fiber

lengths < 1 km. Extensive numerical simulations show that our analytic theory works well as long as the

FOPA length exceeds 10–15 lc. The results shown in Fig. 11.1 and 11.2 change only by a small amount

even when lc is up to 100 m for a 2-km-long FOPA. High-nonlinearity fibers are increasingly being used

for making FOPAs, and lengths ∼100 m are sufficient for them. Our analytic results apply in this case

for lc = 10 m but becomes questionable when lc exceeds 50 m. Residual birefringence can no longer be

treated as white noise in this case and a numerical approach should be used.

In summary of this section, we have developed a vector theory of degenerate FWM process inside

optical fibers and have used it to study the impact of PMD on the performance of FOPAs and wave-

length converters. We found that PMD not only changes the average value of the gain significantly but

also introduces considerable signal fluctuations. For typical values of Dp for modern fibers (around 0.05

ps/
√

km), fluctuations are in the 20–30% range over the flat region of the gain spectrum. The band-

width of the FOPA gain spectrum may be limited by other factors related to fiber dispersion, but PMD

is also likely to be a major limiting factor for modern FOPAs. As a rough guidance, the average differ-

ential group delay of the fiber (Dp
√

8L/3π) should be less than 50 fs to keep the PMD-induced signal

fluctuations below 10% over the main portion of the gain spectrum.

11.3 Dual-Pump Configuration

The situation becomes even more complicated in the case of dual pumping because of the involvement of

four interacting waves. The non-degenerate FWM is now governed by the following coupled equations

obtained from Eq. (8.14):

d|Al〉
dz

= i
[

βl +
1
2

∆ωpb ·σ
]
|Al〉+ iγe [〈Al |Al〉+ 〈Ah|Ah〉+ |Ah〉〈Ah|] |Al〉, (11.8)

d|Ah〉
dz

= i
[

βh−
1
2

∆ωpb ·σ
]
|Ah〉+ iγe [〈Ah|Ah〉+ 〈Al |Al〉+ |Al〉〈Al |] |Ah〉, (11.9)

d|As〉
dz

= i
[

βs−
1
2

∆ωb ·σ
]
|As〉+ iγe [〈Al |Al〉+ 〈Ah|Ah〉+ |Al〉〈Al |+ |Ah〉〈Ah|] |As〉

+ iγe [〈Ai|Al〉|Ah〉+ 〈Ai|Ah〉] |Al〉, (11.10)

d|Ai〉
dz

= i
[

βi +
1
2

∆ωb ·σ
]
|Ai〉+ iγe [〈Al |Al〉+ 〈Ah|Ah〉+ |Al〉〈Al |+ |Ah〉〈Ah|] |Ai〉

+ iγe [〈As|Al〉|Ah〉+ 〈As|Ah〉] |Al〉, (11.11)
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Although phase modulation of the pumps is still

necessary to suppress SBS, spectral broadening of

the idler is no longer a problem in dual-pump

FOPAs because the phases of the two pumps can

be manipulated such that a specific idler is not

broadened, depending on which idler is used for

wavelength conversion. If v4 in Eq. (1) is used for

wavelength conversion, the two pumps should be

modulated out of phase [50]. However, if v7 or v8

in Eq. (14) is used, the two pumps should be modu-

lated in phase [51]. Idler spectrum broadening can

also be eliminated by modulating the signal phase at

a rate twice of that used for modulating the pump

phase [52, 53]. In the case of counterphase modula-

tion, higher order idler generation in a dual-pump

FOPA is shown to provide optical regeneration with

a high extinction ratio and without spectral broad-

ening [54].

Similar to the single-pump case, the gain in dual-

pump FOPAs is also strongly polarization dependent

if no precaution is taken to mitigate the polarization

effects [6, 55]. Apart from the polarization diversity

loop used for single-pump FOPAs, polarization

independent operation of a dual-pump FOPA can

also be realized by using orthogonally polarized

pumps [56–59]. When the two pumps are linearly

but orthogonally polarized, the nondegenerate FWM

process becomes completely polarization inde-

pendent. In one experiment, a small polarization-

dependent gain (PDG) of only 1 dB was observed

when the signal was amplified by 15 dB over band-

width 20 nm [59].

A practical issue associated with dual-pump

FOPA is the Raman-induced power transfer be-

tween the two pumps. As shown in Eq. (5), the

FWM efficiency j is proportional to
ffiffiffiffiffiffiffiffiffiffiffi
P1P2

p
for a

nondegenerate process and is maximized when the

two pump powers are the same (P1 ¼ P2). However,

as the two pumps are far from each other but still

within the bandwidth of the Raman-gain spectrum,

stimulated Raman scattering can transfer energy

from the pump of high frequency to that of low

frequency. Because the two pumps cannot maintain

equality in their powers along the fiber, a significant

reduction occurs in the FWM efficiency even though

the total power of the two pumps remains constant.

To reduce this effect, the power of the high-

frequency pump is chosen to be higher than that of

the low-frequency pump at the input end of the

fiber. With this scheme, the two pumps can maintain

their powers close to each other over most of the

fiber. Although Raman-induced pump power trans-

fer reduces the FOPA gain by a considerable

amount, it does not affect the shape of the gain

spectrum because phase matching depends on the

total power of the two pumps that is conserved

inside FOPA as long as the two pumps are not

depleted too much.

5. FLUCTUATIONS OF ZDWL

In the preceding sections, the fiber used to make an

FOPA was assumed to be free from any fluctuations

in its material properties. However, it is difficult to

realize such ideal conditions. In practice, optical

waves in a realistic fiber undergo random perturba-

tions originating from imperfections in the fiber.

Two such imperfections are related to random vari-

ations along the fiber length in the ZDWL and

residual birefringence, both of which originate partly

from random changes in the core shape and size. In

this section, we focus on ZDWL variations and con-

sider the effects of residual birefringence in the next

section. As dual-pump FOPAs provide much flatter

gain spectra and are more likely to be used for

telecommunication applications, we consider such

FOPAs but limit our attention to the sole nonde-

generate FWM process given in Eq. (1). As pointed

out in the last section, this process is sufficient to

describe the main flat portion of FOPA gain as long

as the two pumps are located far from each other.

As seen clearly in Fig. 7.2, FOPA gain spectrum is

extremely sensitive to dispersion parameters of the

fiber. Changes in the ZDWL by as small as 0.05 nm

change the gain spectrum considerably. Broad and

flat gain spectra for dual-pump FOPAs were

obtained in Section 4 by assuming that the disper-

sion characteristics of the fiber do not change along

the fiber. However, this is not the case in reality.

Fluctuations in the core shape and size along the

fiber length make the ZDWL of the fiber change
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Figure 11.3: Measured and theoretical gain spectra for copolarizaed pump-signal launch states. The

1-km highly-nonlinear fiber, with a ZDWL of 1583.5 nm, γ = 17/km/W, and PMD parameter of

Dp = 0.2 ps/
√

km, is pumped with two waves at 1559 and 1610 nm with powers of 600 and 200

mW, respectively. Theoretical fitting uses an effective fiber length of 600 m and β3 = 0.055 ps3/km

and β4 = 2.35×10−4 ps4/km at ZDWL. Numerical simulations counts in all effects related to SRS and

multiple coupled degenerate and non-degenerate FWM processes.

where we have set the carrier frequency in Eq. (8.14) at the center of the two pumps ω0 = (ωl +ωh)/2,

∆ωp = (ωh−ωl)/2 is half of the frequency separation between the two pumps, and ∆ω = ωs−ω0 is the

signal detuning from the pump center. Equations (11.8)-(11.11) show that not only the signal and idler,

but the two pumps also rotate their SOPs around the pump center. This complexity causes the difficulty

in finding an analytical description, and only the numerical simulations are possible [2].

However, some important results can be obtained by applying physical intuition into Eqs. (11.8)-

(11.11), especially to the last two FWM terms in both Eqs. (11.10) and (11.11). First, similar to the

single-pumping configuration in the previous section, compared with ideal isotropic fibers, random bire-

fringence reduces FWM efficiency globally by a factor of 8/9 because of reduction in the magnitude of

the nonlinear parameter. Moreover, FWM efficiency in the orthogonal pumping configuration is half of

that in the copolarized pumping configuration, rather than the one third found in the case of isotropic

fibers (see Chapter 4). Second, in most cases of dual pumping, the signal and idler are sandwiched be-

tween the two pumps. As the PMD diffusion length is inversely proportional to the square of frequency

separation: Ld = 3/(Dp∆ω)2, SOP diffusion is dominated by that between the two pumps if PMD is
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Figure 11.4: Average gain versus signal wavelength for three different initial linear SOP of the sig-

nal for Dp = 0.1 ps/
√

km; θ represents the angle in between the linear SOPs of signal and shorter-

wavelength pump. The other pump is orthogonally polarized. the dotted curve shows, for comparison,

the polarization-independent without birefringence, as discussed in Chapter 4. The fiber is assumed to

have a ZDWL of 1550 nm, γ = 10 /km/W, β3 = 0.1 ps3/km, and β4 = 10−4 ps4/km. It is pumped

at 1502.6 nm and 1600.6 nm with powers each of 0.5 W. Only the non-degenerate FWM, as shown in

Eqs. (11.8)-(11.11), is considered in the numerical simulations [2].

significant and if the pump spacing is much larger than the signal-idler spacing. Such random SOP dif-

fusion for the two pumps causes the two pumps to become copolarized or orthogonally polarized equally

probably along the fiber, leading to an average FWM efficiency of (1 + 1/2)/2 = 3/4 out of the maxi-

mum, which corresponds to 3/4× 8/9 = 2/3 of the maximum in ideal isotropic fibers. This is indeed

the case when we compared theory calculation with experimental results in Fig. 11.3, where we need to

reduce the effective interaction length by about 2/3 to fit the experimental measurement well [15].

On the other hand, the orthogonal pumping configuration becomes strongly polarization dependent,

especially when signal wavelength is close to either one of the pump, as shown clearly in Fig. 11.4 [2].

This is so because the signal with a wavelength close to one pump remains aligned with that pump but

decorrelates with the other pump rapidly because of a large frequency separation. Hence, the signal can

see only the averaged effect of the farther pump but experiences the highest or smallest gain depending

on if it started paralled or orthogonal to the closer pump. This also explains why for θ = 0o, gain peaks

close to the shorter-wavelength pump but decreases as it gets closer to the other pump. This behavior

agrees with experimental observation in Ref. [16]. Note that, when PMD is significant, such PMD-
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Pumping configuration Ideal isotropic fiber Effect of random birefringence Effect of PMD

Copolarized 1 8/9 < 8/9; 2/3 when PMD is large

Orthogonal 1/3 8/9 × 1/2 = 4/9 between 1/3 and 2/3

Table 11.1: Spin Selection rules for Non-Degenerate FWM

induced PDG is generally much lager than the fundamental one introduced by SRS and discussed in

Chapter 4.

In summary of this section, we provide the FWM efficiencies in Table 11.3, normalized to the maxi-

mum value occurring in ideal isotropic fibers.

11.4 FWM-Based ZDWL Mapping

An accurate knowledge of dispersion variations along the fiber length is essential for modern WDM sys-

tems. The chromatic dispersion of any optical fiber, although designed to be norminally constant, varies

along its length because of unavoidable variations in the core diameter. Several nondestructive mea-

surement techniques make use of four-wave mixing (FWM) occurring inside optical fibers [17]-[21].

As FWM is sensitive to the local value of the zero-dispersion wavelength (ZDWL), or the chromatic

dispersion (CD), it provides an efficient way to map ZDWL/CD variations along the fiber length. How-

ever, FWM is sensitive not only to the phase mismatch between the pump, signal, and idler waves but

also to their relative polarization orientations [7]. Residual birefringence inside optical fibers induces

polarization-mode dispersion (PMD) and randomizes the state of polarization (SOP) of any optical wave

[22]. When the pump, signal, and idler waves propagate together along the fiber, PMD not only changes

their SOPs randomly but also affects the phase matching of the FWM process. As a result, the random

nature of PMD would induce fluctuations in the idler power generated through the FWM process. Such

PMD-induced power fluctuation would affect the mapping of ZDWL or CD whenever FWM is used. In

this section, we use the theory developed in the previous section to quantify the PMD effects on ZDWL

mapping based on degenerate FWM. We show that PMD induces considerable fluctuations in the idler

power during ZDWL/CD mapping and discuss its impact on the measurement accuracy.

In fiber dispersion mapping, generally the created idler (sometimes called the Stokes or anti-Stokes

wave depending on whether it occurs on the red or blue side of the pump [18]) is recorded to obtain

the dispersion information. The location of the three waves can be close to [19] or far from [18] the

ZDWL depending on whether ZDWL or CD needs to be mapped. In this section, we choose them close
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to ZDWL and focus mainly on the ZDWL mapping. Eqs. (11.2)-(11.4) can be directly used. However,

one thing different from FOPA is that the fiber under test is generally quite long in ZDWL mapping, and

fiber loss is not negligible.

Analysis can be considerably simplified if we note that both the pump and signal powers are much

larger than the idler power in practice. As a result, we can neglect pump depletion and signal amplifi-

cation. Moreover, these two powers are either not large enough [17, 19, 21] or adjusted (signal power

twice the copolarized pump power) such that the phase mismatch induced by self-phase and cross-phase

modulations is cancelled automatically [18, 20]. For this reason, we neglect their effects in the following

analysis. Under these conditions, the pump wave would only experience linear loss and phase variations

with a propagation constant of βp. Equations (11.3) and (11.4) now become

d|As〉
dz

= −α

2
|As〉+ i

(
∆βs−

1
2

∆ωb ·σ
)
|As〉, (11.12)

d|Ai〉
dz

= −α

2
|Ai〉+ i

(
∆βi +

1
2

∆ωb ·σ
)
|Ai〉+ iγe〈As|Ap〉|Ap〉, (11.13)

where α accounts for fiber losses. We assumed that both α and γe are the same for the three waves

because of relatively small frequency differences among them [7]).

In the absence of PMD, the FWM process is quite different for different pump polarizations due

to the requirement of angular momentum conservation. However, in the presence of PMD, Equations

(11.12) and (11.13) show that the FWM process depends on the inner product 〈As|Ap〉 [9]. As a result,

the FWM process depends only on the relative orientation between the pump and signal SOPs.

What is important to know is the evolution of the idler power, D0 ≡ 〈Ai|Ai〉, along the fiber, which is

found, from Eqs. (11.12) and (11.13), to relate to the signal Stokes vector S ≡ 〈As|σ|As〉, signal power

S0 = |S|, and two complex quantities ρ ≡ i〈As|A∗i 〉 and Γ ≡ i〈As|σ|A∗i 〉. After averaging the dynamic

equation of D0 over the birefringence fluctuations, we obtain the following coupled but deterministic

equations in the case of a linearly polarized pump along the x axis in the Stokes space [26]:

dD0

dz
= −αD0 + γeP0Re(U), (11.14)

dU
dz

= −(α + iκ +η/2)U + γeP0
(
S0 +Sx

)
, (11.15)

dSx

dz
= −(α +η)Sx, (11.16)

where U = ρ + Γx, κ = βs + βi−2βp, η = D2
p (∆ω)2 /3, and P0(z) is the pump power. When the input

signal is copolarized with the pump, the analytic solution is given by

D0(z) = 2γ
2
e P2

0 (0)S0(0)e−αz
∫ z

0
dz1e−(α+ η

2 )z1

∫ z1

0
dz2 cosh

(
ηz2

2

)
e−αz2 cos

[∫ z1

z2

dz3κ(z3)
]
. (11.17)
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Figure 11.5: Average idler power (a) and its fluctuation levels (b) as a function of wavelength detuning

between the signal and the pump for two values of the PMD parameter. The dotted line shows the

no-PMD case. Other parameters are given in the text.

If the fiber has no PMD, η = 0 and γe = γ , then Eq. (11.17) returns to the deterministic case and coincides

with the results of Ref. [19]. The same analytic solution holds when the input signal is orthogonally

polarized to the pump except that the cosh function is replaced by a sinh function.

For the dispersion-measurement problem, we need to focus on the PMD-induced fluctuations in the

idler power. The relative level of such fluctuations can be obtained from Eqs. (11.12) and (11.13) using

σ
2
i =

〈
D2

0 (L)
〉
−〈D0 (L)〉2

〈D0 (L)〉2
. (11.18)

The calculation of σ2
i requires the second-order moment

〈
D2

0 (L)
〉

of the idler, which is related to the

second-order moments of ~S, D0, ρ , ~Γ, and their combinations. Following the same procedure described

earlier, we obtain the equations governing the evolution of these second-order moments and solve them

numerically.

Figure 11.5(a) shows the average idler power as a function of wavelength detuning between the

signal and the pump for two Dp values when the input signal is copolarized with the pump. The pump

wavelength λp is located at the fixed ZDWL of λ0 = 1550 nm so that the idler power is maximized and

its spectrum is flat in a wide range of detuning in the case absent of PMD (dotted line). In general,

λp does not have to coincide with λ0 but should be close to it to maintain a high FWM conversion

efficiency [19]. We used γ = 2 W−1/km, L = 20 km, β3 = 0.1 ps3/km, β4 = 1.0× 10−4 ps4/km,

α = 0.2 dB/km, and P0(0) = S0(0) = 5 mW. When the signal wavelength is close to the pump, the idler

power is proportional to (8γ/9)2, and the PMD reduces the idler power by about 20log10 (9/8)≈ 1 dB.

When the signal wavelength deviates considerably from the pump, the PMD effects increase, and the
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Figure 11.6: Average idler power (a) and its fluctuation level (b) as a function of pump wavelength

detuning from the ZDWL for two values of the PMD parameter. The dotted line shows the no-PMD

case. Other parameters are the same as in Fig. 11.5.

idler power decreases. The larger Dp, the larger the drop in the idler power.

Figure 11.5(b) shows the fluctuation level of idler power corresponding to the case of Fig. 11.5(a).

Fluctuations increase quickly when the signal wavelength is detuned away from the pump. Idler fluctua-

tions can be as large as 17 % when λs−λp = 10 nm even for Dp = 0.05 ps/
√

km. Fluctuations increase

drastically with Dp. When Dp = 0.15 ps/
√

km, fluctuations become 57 % for the same detuning. The

curves similar to those shown in Fig. 11.5 are obtained when Dp changes because the PMD effects are

determined by D2
p(∆ω)2. When FWM is used for ZDWL mapping, the spatial resolution depends on

the wavelength difference between the signal and the pump; the larger the difference, the higher the

resolution [19]. However, as seen in Fig. 11.5, the PMD effects increase quickly with the wavelength

difference and would reduce the accuracy of ZDWL mapping. One thus needs to be careful to balance

the resolution and accuracy.

Figure 11.6 show the idler spectrum and its fluctuations when pump wavelength is varied. the de-

tuning between the signal and the pump λs − λp is fixed to 3 nm. Other parameters are the same as

Fig. 11.5. The dotted line shows the case of no PMD; the thick and thin lines show the cases of Dp = 0.05

and 0.15 ps/
√

km, respectively. The PMD effects smooth the oscillation structure in the idler spectrum

that is important to provide the information on ZDWL [19]. More importantly, large amount of fluctu-

ations appear even for the small detuning of 3 nm. When Dp = 0.15 ps/
√

km, fluctuations in the range

of 25 to 49 % are expected. The pump-scanned idler spectrum is commonly used in ZDWL mapping

[17, 19, 21]. All the fine structure in the spectrum is interpreted as information associated with local

variations of the ZDWL. Clearly, one should be careful when interpreting such spectra because large



168

fluctuations induced by PMD might be included [19]. Since PMD effects changes with time, long-term

repeated measurements may be required to obtain the average spectrum. Eq. (11.17) should be used to

interpret the data.

Apart from the pump-scanned idler spectrum, the oscillation periods of the idler power along the

fiber can be used to map the CD directly when the pump and signal work far away from the ZDWL

[18, 20]. However, PMD would induce extra phase mismatch and thus change the local oscillation

period randomly [27]. The whole theory presented above can also be applied to discuss the PMD effects

on the CD measurements if one includes the effects of the finite pump and signal pulse widths and the

Rayleigh backscattered nature of the idler.

In summary of this section, we have developed a general vector theory to include the PMD effects

occurring inside optical fibers during the FWM process. We found that PMD changes the average idler

power significantly and introduces a large amount of fluctuations because of random changes in the phase

mismatch and in the relative angle between the pump, signal, and idler SOPs. The fluctuations induced

by PMD can be quite large depending on the value of the PMD parameter. In measurements based on

the pump-scanned idler spectrum or the spatial oscillation periods, PMD induces large fluctuations and

would reduce the measurement accuracy. Long-term repeated measurement might be necessary for the

dispersion mapping to reduce the PMD effects.
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12 PMD and Self-Phase Modulation

In Chapters 9−11, we discussed the interaction of PMD with the nonlinear effects involving optical

waves with different carrier frequencies. As the frequency separations among waves are generally much

larger than the bandwidth of individual waves, the inter-channel PMD dominates the interactions. In

this chapter, we focus on the other regime where only one intense pulse propagates inside a fiber and the

nonlinear effect is dominated by self-phase modulation (SPM). In this case, PMD introduces differential-

group delay (DGD) between the two polarization modes of the pulse and affects the nonlinear interaction

between them. This situation turned out to be quite complicated as both the linear and nonlinear effects

are time dependent and strongly coupled. In this chapter, we provide a simple approach to describe the

propagation of optical solitons under such random perturbations.

12.1 Introduction

Optical solitons have been studied extensively because of their potential for high-speed long-haul optical

communications [1]-[5]. As optical fibers exhibit PMD which introduces random differential group

delay between the two polarization components of an optical pulse, optical solitons undergo random

perturbations during their propagation inside a long-haul fiber link. Extensive studies have been carried

out in the past decade to investigate the stability of optical solitons in the presence of PMD [6]-[17]. It

turns out that optical solitons are fairly resistant to such PMD-induced perturbations and experience less

DGD compared with linear pulses. Different theories have been developed to describe the interaction

between solitons and PMD. However, all of them are quite complicated because of the complexity of

the problem. In this chapter, we present a simple way to describe such effects, based on the particle

nature of optical solitons. It turns out that the physical mechanism underlying such interaction is quite

straightforward.
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12.2 Particle Picture of Optical Solitons

Optical solitons form when SPM-induced chirp balances exactly the GVD-induced pulse broadening.

Because of such a balance between the linear and nonlinear effects, solitons generally exhibit rather high

degree of stability against external perturbations, and the whole pulse propagates along the fiber as an

entity. As a result, we can treat the soliton as a particle and only focus on a few important degrees of

freedom associated with the soliton evolution. We begin by defining the following macroscopic quantities

E ≡
∫ +∞

−∞

〈A|A〉dτ, S ≡ 1
E

∫ +∞

−∞

〈A|σ|A〉dτ, (12.1)

ρ0 ≡
1
E

∫ +∞

−∞

τ〈A|A〉dτ, ρ≡ 1
E

∫ +∞

−∞

τ〈A|σ|A〉dτ, (12.2)

ω0 ≡
i

2E

∫ +∞

−∞

〈A|∂A
∂τ
〉dτ + c.c., ω ≡ i

2E

∫ +∞

−∞

〈A|σ|∂A
∂τ
〉dτ + c.c., (12.3)

θ0 ≡
i

2E

∫ +∞

−∞

τ〈A|∂A
∂τ
〉dτ + c.c., θ ≡ i

2E

∫ +∞

−∞

τ〈A|σ|∂A
∂τ
〉dτ + c.c., (12.4)

κ0 ≡
1
E

∫ +∞

−∞

〈∂A
∂τ
|∂A
∂τ
〉dτ, κ≡ 1

E

∫ +∞

−∞

〈∂A
∂τ
|σ|∂A

∂τ
〉dτ, (12.5)

ρ2 ≡
1
E

∫ +∞

−∞

τ
2〈A|A〉dτ, (12.6)

where | ∂A
∂τ
〉 and 〈 ∂A

∂τ
| denote ∂ |A〉

∂τ
and ∂ 〈A|

∂τ
, respectively. It is easy to recognize from these definitions

that E is the pulse energy and the vector S is the Stokes vector representing the global SOP of the pulse.

ρ0 is the pulse center (“mass” center), and ρ2 is the second moment of the pulse. These two quantities

together provide the root-mean square (RMS) pulse width T as T 2 = ρ2−ρ2
0 .

It turns out that ρ is directly related to the first-order PMD vector. To see this, we transfer it into the

spectral domain to obtain

ρ =
−i

2πE

∫ +∞

−∞

〈Ã|σ| ∂ Ã
∂ω

〉dω =
−i

2πE

∫ +∞

−∞

[
ã∗

∂ ã
∂ω

〈s|σ|s〉+ |ã|2〈s|σ| ∂ s
∂ω

〉
]

dω, (12.7)

where we have used the field decomposition |Ã(z,ω)〉 = ã(z,ω)|s(z,ω)〉, ã(z,ω) is the spectral ampli-

tude, and |s(z,ω)〉 is its normalized Jones vector with 〈s(z,ω)|s(z,ω)〉 = 1. In particular, ρ is zero for

any symmetric pulse with a constant SOP. In the linear propagation regime, the field amplitude evolves

as ã(z,ω) = ã(0,ω)eiβ (ω)z. As the first term of Eq. (12.7) is dominated by group delay, in general, it can

be removed by a time transformation. The spectral evolution of polarization is related to the PMD vector

as [20]
∂ |s(z,ω)〉

∂ω
=− i

2
Ω(z,ω) ·σ|s(z,ω)〉, (12.8)

where Ω is the conventionally defined PMD vector [20]. Substituting Eq. (12.8) into the second term of

Eq. (12.7), we obtain

ρ =
−1

4πE

∫ +∞

−∞

Ω(z,ω)〈Ã(z,ω)|Ã(z,ω)〉dω. (12.9)
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This term is the average of the conventionally defined PMD vector over the pulse spectrum. In particular,

if we assume Ω is frequency independent, which amounts to considering only the first-order PMD, we

obtain ρ ∝−Ω/2: ρ is directly related to the first-order PMD vector but pointing in the opposite direction

[pointing towards the slow principal state of polarization (PSP)].

The physical meaning of ω0 and ω in Eq. (12.3) can be found in the spectral domain where they are

given by

ω0 =
1

2πE

∫ +∞

−∞

ω〈Ã(z,ω)|Ã(z,ω)〉dω, (12.10)

ω =
1

2πE

∫ +∞

−∞

ω〈Ã(z,ω)|σ|Ã(z,ω)〉dω. (12.11)

Clearly, ω0 is the carrier frequency (momentum) and ω is the conjugate of ρ in the spectrum domain.

We call it the frequency vector as it provides the carrier frequency difference between the two principal

states of polarization. Applying the same procedure to κ0 and κ, we find

κ0 =
1

2πE

∫ +∞

−∞

ω
2〈Ã(z,ω)|Ã(z,ω)〉dω, (12.12)

κ =
1

2πE

∫ +∞

−∞

ω
2〈Ã(z,ω)|σ|Ã(z,ω)〉dω. (12.13)

Therefore, κ0 is the spectral width, and we call κ the bandwidth vector.

θ0 in Eq. (12.4) is related to pulse chirp, which can be observed by assuming a simple form of a scalar

field as A(τ) = A0(τ)eiφ(τ), where A0 is the slowly varying field amplitude and is real. Substituting this

into Eq. (12.4), we obtain

θ0 ≈
−1
E

∫ +∞

−∞

|A0|2τ
∂φ

∂τ
dτ, (12.14)

where we have dropped the term related to ∂A0/∂τ by assuming its small magnitude. Expanding ∂φ/∂τ

into a Taylor series, the lowest-order nonzero term of Eq. (12.14) corresponds to the pulse chirp. Similar

to the bandwidth vector, we call θ the chirp vector, which provides the differential chirp between the

two PSPs. In the following section, we will use these parameters to describe the evolution dynamics of

an optical soliton along a fiber.

12.3 Moment Theory of Vector Soliton Propagation

In general, the propagation of an optical pulse inside a fiber with random birefringence is governed by

Eq. (8.14). Here we only consider optical pulses with relatively narrow bandwidth (corresponding to a

temporal duration of a few picoseconds or longer) so that high-order effects, such as intrapulse Raman
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scattering, nonlinearity dispersion, and higher-order linear dispersion are all negligible. In this case,

Eq. (8.14) reduces to

∂ |A〉
∂ z

+
iβ2

2
∂ 2|A〉
∂τ2 =

1
2
b ·σ ∂ |A〉

∂τ
+ iγe〈A|A〉|A〉, (12.15)

where γe = 8γ/9, and we have made a temporal transformation as τ = t−β1z and a phase transformation

as |A(z, t)〉= |A(z, t)〉exp(iβ0z) to remove the trivial phase and pulse position evolution. Equation (12.15)

is the so-called Manokov-PMD equation [22]-[24]. In the absence of PMD, Eq. (12.15) reduces to the

Manakov equation [26] and supports Manakov solitons, which are indeed scalar solitons with constant

SOP across their pulse profile: |A(z,τ)〉= a(z,τ)|s〉 where |s〉 is time independent and is determined by

the input SOP.

Using Eqs. (12.1), (12.3), and (12.15), it is easy to show that the pulse energy and momentum are

two conserved parameters:
dE
dz

= 0,
dω0

dz
= 0. (12.16)

For convenience, we remove the carrier frequency of the pulse and set ω0 = 0. Using Eqs. (12.2), (12.4),

(12.5), and (12.15), we obtain the dynamic equations governing the pulse parameters as:

dρ2

dz
=−b ·ρ+2β2θ0, (12.17)

dρ0

dz
=−1

2
b ·S, (12.18)

dS

dz
= b×ω, (12.19)

dρ

dz
=−1

2
b+β2ω +b×θ, (12.20)

dω

dz
= b×κ− γe

E

∫ +∞

−∞

s
∂ s0

∂τ
dτ, (12.21)

where s0(z,τ)≡ 〈A(z,τ)|A(z,τ)〉 is the power profile of the pulse and s(z,τ)≡ 〈A(z,τ)|σ|A(z,τ)〉 is the

associated time-dependent Stokes vector. Similarly, we can find the dynamic equation for the chirp and

bandwidth parameters θ0 and κ0, and those for the associated chirp vector θ and the bandwidth vector κ.

Further analysis can be simplified considerably if we notice that, in the absence of PMD, the Manakov

soliton not only maintains its profile and polarization during propagation, but is also free from chirp:

s(z,τ) = s0(z,τ)S where S is constant. In this case, θ0(z) = 0 and κ0(z) = κ0(0), and Eqs. (12.4)

and (12.13) show that θ(z) = 0 and κ(z) = κ0(0)S. The dominant effect of PMD is to introduce small

temporal separation between the two polarization components of the pulse [18]-[20]. This leads to

asymmetric XPM between them which in turn induces differential carrier frequency shift, represented

by the nonlinear term of Eq. (12.21). Although such asymmetric XPM may also lead to some chirp and

bandwidth changes on individual polarization components, it would be a higher-order effect and we can
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approximate θ0 ≈ 0, θ≈ 0, and κ(z)≈ κ0S(z). The nonlinear term in Eq. (12.21) vanishes for any pulse

with a constant SOP across the profile, in particular, for the Manakov soliton without PMD. As PMD-

induced DGD is small, the two polarization components mainly experience XPM from the intensity slope

close to the center of Manakov soliton. Thus, we can expand in Eq. (12.21) the power profile in a Taylor

series as
∂ s0

∂τ
≈ ∂ s0

∂τ

∣∣∣∣
τ=0

+
∂ 2s0

∂τ2

∣∣∣∣
τ=0

τ + · · · . (12.22)

For Manakov soliton, ∂ s0
∂τ

∣∣∣
τ=0

= 0 because of its symmetric shape, and the lowest-order nonzero term

of Eq. (12.22) would be the term linearly dependent on τ . Under these considerations, we obtain the

following approximate coupled equations:

dρ2

dz
≈−b ·ρ, (12.23)

dρ

dz
≈−1

2
b+β2ω, (12.24)

dω

dz
≈ b×κ0S− γeξρ, (12.25)

where we have denoted ξ ≡ ∂ 2s0
∂τ2

∣∣∣
0
.

Equations (12.24) and (12.25) show clearly how solitons are resistant to external perturbations in-

troduced by random PMD. In a small section of fiber, random PMD introduces a small DGD along a

specific polarization [first term of Eq. (12.24)], which in turn causes asymmetric XPM on the two polar-

ization states and thus introduces differential frequency shift between them [second term of Eq. (12.25)].

Because of group-velocity dispersion of the fiber, these two polarization components have different

group velocities and thus introduce additional DGD to compensate the one by PMD [second term of

Eq. (12.24)]. As a result, the total DGD is reduced. Optical solitons provide a trapping force like a

potential well between its two polarization components to prevent them from separating apart.

Equations (12.23)-(12.25) together with Eqs. (12.18) and (12.19) consist of a complete set of dynamic

equations governing the evolution of pulse parameters. Similar to Chapter 8, they should be treated in

the Stratonovich sense [25]. In particular, as discussed in the previous section, the vector ρ is indeed the

first-order PMD vector but with a half magnitude. Its magnitude provides a good quantification of the

extent of the soliton stability. Therefore, by finding the statistics of ρ, we can obtain the major dynamics

of solition propagation. By use of the statistics of b in Eq. (8.16), performing averaging over random

PMD as usual, we are able to obtain the dynamic equations governing the statistics of soliton evolution



175

Figure 12.1: 〈(ρ)2〉 as a function of propagation distance L. 〈(ρ)2〉 is normalized by the mean square

of linear DGD 〈(∆τ)2〉= D2
pL. The propagation distance is normalized by the nonlinear length Ln. The

solid and dashed curves show DGD for solitons and linear pulses, respectively. The inset shows the

corresponding normalized mean square of frequency vector: 〈(ω)2〉〈(∆τ)2〉

as:

d〈ρ2〉
dz

=
D2

p

4
+2β2〈ρ ·ω〉, (12.26)

d〈ρ ·ω〉
dz

=−
k0D2

p

3
〈ρ ·ω〉+β2〈ω2〉−ξ 〈ρ2〉, (12.27)

d〈ω2〉
dz

=−
2k0D2

p

3
(
〈ω2〉− k0〈S2〉

)
−2ξ 〈ρ ·ω〉, (12.28)

d〈S2〉
dz

=−
2D2

p

3
(
k0〈S2〉−〈ω2〉

)
. (12.29)

These equations are linear and deterministic, and they can be easily solved to obtain the statistics of

DGD of optical solitons. In the case of linear propagation, we neglect the effects of GVD and SPM,

Eq. (12.26) then reduces to d〈ρ2〉/dz = D2
p/4, which provides a solution of 〈ρ2(L)〉 = D2

pL/4, exactly

the result of first-order linear PMD [18, 22, 27, 28] (note the magnitude of ρ is half of the conventional

PMD vector). In the case of optical solitons, the trapping force induced by XPM between the two

polarization components reduces the magnitude of ρ through fiber GVD [second term of Eq. (12.26)].

Figure 12.1 compares the magnitude of 〈ρ2(L)〉 in the cases of a linear pulse and an optical soliton,

using the fiber parameters of Dp = 0.1 ps/
√

km and β2 =−22 ps2/km at 1550 nm. The input soliton is

assumed to be a Manakov soliton with a FWHM of 100 ps, corresponding to T0 = 56.7 ps. The induced

DGD for a soliton is less than 60% of that for linear pulses, indicating resistance of optical solitons to

PMD. Moreover, Soliton DGD exhibits an oscillation with a period of about twice of the nonlinear length
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Ln = (γeP0)−1 = LD = T 2
0 /|β2|, a length scale governing the SPM effect. The magnitude of frequency

vector (inset of Fig. 12.1) exhibits an oscillation with a same period but is out of phase with the DGD

oscillation because of the negative feedback mechanism induced by the combined effect of SPM and

GVD, as discussed previously.

12.4 Conclusion

In conclusion, we have presented a simple moment theory to quantify the propagation of optical soliton

in the presence of PMD, based on the particle nature of optical solitons. We show that an optical soliton

exhibits considerable resistance to PMD-induced perturbations, and experiences a DGD less than 60%

of that for linear pulses. Our theory provides a straightforward description of the underlying trapping

mechanism.
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Appendix: List of Acronyms

All acronyms used in this thesis are listed here in alphabetical order.

ASE amplified spontaneous emission

ASRS amplified spontaneous Raman scattering

CW continuous wave

DGD differential group delay

EDFA erbium-doped fiber amplifier

FOPA fiber-optic parametric amplifier

FOPO fiber-optic parametric oscillator

FWHM full width at half maximum

FWM four-wave mixing

GVD group-velocity dispersion

MI modulation instability

GNLSE generalized nonlinear Schrödinger equation

NRZ nonreturn to zero

NF noise figure

PCF photonic crystal fiber

PMD polarization-mode dispersion

RIFS Raman-induced frequency shift

RMS root mean square

SOP state of polarization

SBS stimulated Brillouin scattering

SOP state of polarization

SPM self-phase modulation

SpRS spontaneous Raman scattering

SRS stimulated Raman scattering

SVEA slowly vary envelop approximation
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SVPA slowly vary polarization approximation

THG third-harmonic generation

TOD third-order dispersion

WDM wavelength-division multiplexing

XPM cross-phase modulation

ZDWL zero-dispersion wavelength


