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Abstract: We study intermodal four-wave mixing (FWM) in few-mode
fibers in the presence of birefringence fluctuations and random linear mode
coupling. Two different intermodal FWM processes are investigated by
including all nonlinear contributions to the phase-matching condition and
FWM bandwidth. We find that one of the FWM processes has a much
larger bandwidth than the other. We include random linear mode coupling
among fiber modes using three different models based on an analysis of the
impact of random coupling on differences of propagation constants between
modes. We find that random coupling always reduces the FWM efficiency
relative to its vale in the absence of linear coupling. The reduction factor is
relatively small (about 3 dB) when only a few modes are linearly coupled
but can become very large (> 40 dB) when all modes couple strongly.
In the limit of a coupling length much shorter than the nonlinear length,
intermodal FWM efficiency becomes vanishingly small. These results
should prove useful in the context of space-division multiplexing with
few-mode and multimode fibers.
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1. Introduction

Four-wave mixing (FWM) is an important nonlinear process in the context of silica fibers. Al-
though it was studied in few-mode fibers (FMFs) as early as 1975 [1], until recently most stud-
ies on FWM focused on single-mode fibers (SMFs) exclusively [2]. From the recent advances
in space-division multiplexing (SDM), few-mode, multimode and multicore fibers are seen as
candidates for increasing the capacity of telecommunication systems [3]. In the last few years,
considerable work has been performed, both experimental and theoretical, to study the impact
of fiber nonlinearity on SDM systems [4—10]. In particular, Essiambre ef al. have observed two
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types of FWM processes [8] in an experimental investigation of non-degenerate intermodal
FWM (IM-FWM) in FMFs many kilometers in length. Many mechanisms exist through which
random coupling among fiber modes can occur [11, 12]. Long FMFs typically exhibit random
linear coupling between modes [13]. To fully understand the IM-FWM processes in such fibers,
one should consider a model that incorporates the impact of random linear mode coupling be-
tween different groups of modes on IM-FWM.

In this paper, we present a theoretical model and perform detailed numerical simulations to
understand the impact of random linear mode coupling on the IM-FWM process. In Sec. 2,
the two non-degenerate IM-FWM configurations are discussed and the corresponding phase-
matching conditions are introduced. Section 3 presents the nonlinear propagation equations
used in the numerical simulations. More specifically, the effects of random linear mode cou-
pling are incorporated through a random coupling matrix that includes both polarization ro-
tation and linear coupling between different fiber spatial modes. The results obtained in the
absence of linear mode coupling are presented in Sec. 4. Under proper phase-matching condi-
tions, both non-degenerate IM-FWM processes exhibit high efficiency. In this uncoupled mode
limit, a simple analytical expression is used to estimate the power of the generated idler wave.
The bandwidth of the two IM-FWM processes is analyzed in Sec. 5, again in the absence of
linear mode coupling. The impact of nonlinear phase shifts of the pumps and the probe on
the phase-matching condition of IM-FWM processes is also considered. Numerical results are
compared with theoretical predictions and it is found that a simple theoretical model provides a
good estimate of the idler power for both IM-FWM processes. Section 6 focuses on the impact
of random linear mode coupling and introduces three different coupling models ranging from
weak coupling to very strong coupling among all fiber modes. These models are justified by an
analysis presented in the appendix that considers the impact of differences of propagation con-
stants between modes on linear random coupling in the limit of infinite fiber lengths. Changes
in the FWM efficiency occurring in three linear coupling regimes can be related to the Manakov
equations derived for multimode fibers [5-7, 14].

2. IM-FWM in FMFs and phase-matching condition

FWM is a process involving up to three optical fields at different frequencies to produce a
fourth wave through the third-order nonlinearity [15]. In this paper we focus on the so-called
non-degenerate IM-FWM and study the generation of an idler wave using three waves distinct
in frequencies (see Fig. 1). More specifically, we consider two pumps (labeled pumpl and
pump?2) at frequencies @; and @s that copropagate inside a FMF with a signal at frequency ;.
The idler wave is generated at a frequency @4 determined by the general energy conservation
relation:

o =0+ 0j— 0, €))

where the indices i, j,k, [ label the waves. As is well known [2], for an IM-FWM process to
become efficient, the following phase-matching condition also needs to be satisfied:

AB =B (@) + B (@) — B (ax) = B (@) = 0, 2)

where 3 (r) (@) is the propagation constant of the gth wave propagating in the rth fiber mode.

In practice, the frequencies of the four waves participating in the FWM process are close
enough to each other that we can expand all propagation constants in a Taylor series around
a common reference frequency @y, often chosen somewhere near the middle of the frequency
range involved. For a given mode r, expansion to third order provides

(7 (7
B (w) ~ B\ + B Aw + %(Aw)z + B%(Awf +o, 3)
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Fig. 1. Wave configurations and notations for two non-degenerate IM-FWM processes: (a)
PROCI and (b) PROC2.

where Aw = ® — @y and ﬁér) = B")(ay). The first, second and third derivatives, f;, B, and
B3, evaluated at @y, represent the inverse of the group velocity, its dispersion and third-order
dispersion, respectively [2]. For simplicity, we only consider terms up to second order in this
section. For a SMF, all waves involved in the FWM process share the same spatial mode and
hence have the same values of f3, to all orders. It is easy to deduce that Af cannot vanish in
SMFs for any non-degenerate FWM process unless one operates at wavelengths near the zero
group-velocity dispersion (8 ~ 0). Indeed, FWM in standard SMFs typically requires other
techniques to realize phase matching, such as the use of nonlinear phase shifts [16], or the use
of birefringent fibers [17].

The situation is different in FMFs whose spatial modes have in general different propagation
constants, making it possible to make Af} = 0 by simply propagating different waves in differ-
ent fiber modes [18]. Here we consider the specific fiber used in the 2013 experiment reported
in Ref. [8]. It is a graded-index fiber and supports 3 spatial modes, LPO1, LP11a, and LP11b in
the linearly-polarized (LP) mode approximation [19]; the last two among these are degenerate
and share the same propagation constant and are referred together as LP11 modes. Such a FMF
is capable of transmitting 6 sets of wavelength-division multiplexing (WDM) channels, because
each spatial fiber mode has two orthogonal states of polarization (again in the LP-mode approx-
imation). In order to generate an idler wave through IM-FWM, we consider the configuration
shown in Fig. 1 where two waves (probe and pump?2) are injected into the LPO1 mode, and
another wave (pumpl) into the LP11a mode. In the experiment, frequencies of the probe and
pump?2 waves were swept over the entire C-band, and power of the idler wave generated in the
LP11 mode was measured. We are interested in two IM-FWM processes, denoted as PROC1
and PROC2 following Ref. [8,20] and shown schematically in Fig. 1. The two processes differ
in whether the probe or pump?2 is conjugated in the IM-FWM process. The energy relations
for PROC1 and PROC?2 are described by Eq. (1) and, after identifying the waves from Fig. 1,
become

Wy = —w+o3, (PROCI) €]
01 =0+ — ;. (PROC2) (5)



The phase matching conditions have been discussed in Ref. [8], and they turn out to be
identical for both processes:

11 01
111+%(Aa)]+Aw4): {)1+%(A(L}2+A(o3), (6)

where the superscripts 01 and 11 correspond to LPO1 and LP11 modes, respectively. The contri-
bution of 3 is ignored here to simplify the discussion but is included later in (19). Equation (6)
has a simple interpretation: phase matching of IM-FWM in a FMF is achieved when the group
velocities at the average frequencies of the two waves present in each spatial mode are equal.
For the 6-mode FMF considered, based on the measured group velocities [8], equation (6) can
be satisfied when the waves in the LP11 spatial modes are separated from the two waves in the
LPO1 spatial mode by about 16 nm. In contrast to SMFs, where effective phase matching can
only be achieved at certain pump power levels, full phase matching in a FMF can be achieved
at arbitrarily low power levels for a given wavelength configuration.

3. Nonlinear modal propagation equations

To predict the power of the idler wave generated through IM-FWM, we need to solve a set of
coupled nonlinear propagation equations, developed previously by several authors [5,21]. The
set that we use for this purpose was given earlier as Eq. (29) in Ref. [14]:

A . JA Br?A B3 d°A
72 = —EA‘FZBOA_B]y—l?W"‘Fﬁ"‘ZQA
+ i%/ / / (ATGPA)G2*A* +2(AHGA )G Aldxdy . 7

In this matrix equation, A is a column vector with N = 2M elements, where M is the number of
spatial modes. The N modes are arranged in a descending order with respect to their propagation
constants, i.e.,

T
A = [ALpo1x,ALPO1y,ALP11ax,ALP1 1ay>ALP11bx,ALP11by - - -] - (3

The superscripts T and H denote the transpose and the Hermitian conjugate, respectively.
By,B1,B;, and B3 are N x N diagonal matrices containing the values of By, B, B2, and B3
for each mode, and all modes are assumed to have the same linear absorption coefficient «.
The nonlinear effects are included through the last term containing the nonlinear parameter 7,
defined relative to the fundamental spatial mode [14]. Their contributions depend on the mode
profiles entering in Eq. (7) through two matrices G(!) and G(?), whose elements are given by

1 2
G§j> =TI;FFj, GE,‘) =TIiFFj . ©)

The transverse profile F;(x,y) of the ith mode is normalized such that [[ |F(x,y)|?dxdy = 1,
and I';; is defined as

Here the Kronecker delta function and the modular arithmetic operation lead to I';; = 1 when
both i and j are odd or even numbers, but I';; = 0 in all remaining cases.

As can be seen from the form of the nonlinear term in Eq. (7), the nonlinear effects depend
on the integration of the product of two matrices G(!) and G . Therefore, all nonlinear ef-
fects, including IM-FWM, involve spatial profiles of up to 4 modes participating in a specific
nonlinear process [14], and are governed by the nonlinear overlap factors:

fimp = [| Fi FuFiFyddy. (an
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However, only a few of these factors are nonzero in practice. Their values for our 6-mode FMF
are found to be [20, Tab. II]:

1 for 4 wavesin LPO1 mode
0.747 for 4 wavesinLP1laor LP11b
Simnp = ¢ 0.496 for 2inLPO1 and 2 in LP11a or LP11b (12)
0.249 for 2inLPllaand?2inLP11b
0 for all other cases

Random linear mode coupling [6,22,23] is included in Eq. (7) through a random matrix Q.
Considering fluctuations in the refractive index profile, represented in the form of a scalar field
Ag(x,y,z) as the source of random coupling, the elements g;;(z) of Q, with i, j=1,2,...,N,
can be calculated from the coupled-mode theory using (see [12, Sec. 4.7] and [14, Eq. (40)])

Lijko

00 = 322 [[ Aetey R (x)dxdy (13

For an ideal fiber, Ag(x,y,z) = 0, and there is no linear coupling between different spatial modes
since they represent eigenmodes of an ideal fiber. However, random linear mode coupling may
need to be included in practice, and its impact is discussed in Sec. 6.

4. IM-FWM in the absence of linear mode coupling

In this section, we ignore linear mode coupling by setting Q = 0 in Eq. (7) and solve this matrix
equation numerically for the two IM-FWM processes shown in Fig. 1. In all cases, we assume
that both pumps and the probe are launched using continuous-wave (CW) lasers operating in
the wavelength range of 1530 to 1570 nm (C-band amplification).

We first focus on the PROCI process and assume that the pump 1 at Apympr = 1530 nm is
injected into the LP11a mode with 16 dBm (40 mW) power, the pump 2 at ;l,pumpz = 1554 nm
is launched into the LPO1 mode with 18-dBm power, and a probe at Apope = 1546 nm is in-
jected into LPO1 mode with 6-dBm power. We choose the reference frequency @y = 27c/Ag to
correspond to Ag = 1540 nm. The dispersion parameters of our fiber are deduced from measure-
ments using Eq. (3) and are summarized in Tab. 1. The LP11 values apply to both LP11a and
LP11b modes. When expressed in terms of 5, = —A2D/(27c), we obtain B! = —24.30 ps*/km
and lel = —23.04 ps’/km. The differential group delay (DGD) between LPO1 and LP11a (or
LP11b) spatial modes is d = B! — B! ~ 300 ps/km. All spatial modes are assumed to share
the same value of dispersion slope S = 0.055 ps/(nm?-km). The nonlinear parameter for our
FMF is y = 1.77 W~!/km, and we include losses in our calculations using ¢ = 0.226 dB/km.
We assume that all three waves are polarized in the same direction, along the x axis.

We solve Eq. (7) numerically over a distance of 4.7 km and plot the spectrum of the total field
at the fiber output. Figure 2 compares the input (solid green lines) and output (dotted red lines)
spectra. As seen in the figure, an idler wave is generated in the LP11a mode. Its wavelength
of 1538 nm corresponds to what is expected from the PROC1 IM-FWM process. The powers

Table 1. Dispersion parameters for the LPO1 and LP11 spatial modes for the 6 mode FMF.

Bi-B)T | D S

ps’km | ps/(nm-km) ps/(nmz—km)
LPO1 | O 19.3 0.055
LPI11 | 300 18.3 0.055
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Fig. 2. Generation of the idler through PROC1 in a 4.7-km-long FMF supporting three
spatial modes. Comparison of input (solid green) and output (dotted red) spectra indicates
that the idler is created at the expected wavelength of 1538 nm. The idler is generated in
the LP11a mode.

of pump! and pump2 are reduced by 1.18 and 1.09 dBm, respectively. Most of this power
reduction is due to linear losses since the total loss for our 4.7-km-long fiber is 1.06 dB. A
small part of the pump powers is transferred to the probe and idler waves through IM-FWM.
Indeed, the 0.51 dB reduction in the probe power is less than the fiber loss of 1.06 dB. The
difference of 0.55 dB corresponds to parametric amplification of the probe from the IM-FWM
process.

We can estimate the idler power using a simple model. For the configurations shown in Fig. 1
and in the absence of linear coupling (Q = 0), Eq. (7) is reduced to the following two equations
for the fields in LPO1x and LP11ax modes:

0A . . . .

TZ] = DiAy +iyfiin A PAL +ivfiznA3AT +iy(f3131 + f3311)A3 Ay, (14)
8A3 A . 2 . 2 A% . 2

5 = D3Az+iyf3333|A3|°A3 + iy 31134745 + iY(fi313 + f1133) |A1]“As, (15)

where D, is the dispersion operator for the rth mode in the form

R e , 0 ) (r) 82 (r) (93 a

b —ify) Bl 5 i S Bt (16)
The nonlinear term that generates the idler wave for both PROCI1 and PROC2 is the last term
governing intermodal cross-phase modulation (IM-XPM). Since power reduction of the two
pumps is mainly due to linear fiber losses, we can employ the undepleted-pump approxima-
tion [15]. Also, with the assumption of perfect phase matching and CW waves, the idler field
Aj within the LP11ax mode satisfies

dA
Y1 o+ Fsa A O OAG O — (@2, )
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Fig. 3. Same as in Fig. 2 but for PROC2. The wavelength of the idler is A;qje; = 1536 nm.
A second idler is generated in the LPO1 mode at A = 1540nm through cascaded IM-FWM
(see main text).

where Ap1, Apz, and Ag are the amplitudes for pumpl, pump2, and probe, respectively. As the
preceding equation is linear, it can be easily solved to obtain the idler power P;(z) = |A;(z)|?.
For the parameter values used in our numerical simulations, we obtain P;(L) = —4 dBm, which
is quite close to the numerical value of —3.78 dB obtained by solving Eq. (7). The reason our
estimated value is slightly lower than the numerical value is that Eq. (17) does not consider
parametric amplification of the probe through IM-FWM.

We also performed simulations for the PROC2 IM-FWM process by switching the wave-
lengths of the probe and the second pump. More specifically, we chose Aprgpe = 1552 nm and
Apump2 = 1546 nm, following the experimental work [8]. We adjusted the value of AB; slightly
(about 0.1%, 11 I {) ' =299.7 ps/km) to ensure that PROC?2 is perfectly phase-matched (phase
matching in PROC?2 is very sensitive to the wavelength and fiber parameters as will be seen in
Sec. 5). The results are shown in Fig. 3. As expected, an idler wave is now created in the LP11a
mode at a wavelength of 1536 nm through PROC2. The power of this idler wave is quite close
to the idler in Fig. 2. This is expected since both processes are perfectly phase-matched in our
simulations. Notice that another much weaker idler is also generated in the LPO1 mode at 1540
nm. Its origin lies in the cascaded IM-FWM process (of type PROC1) in which the idler wave
generated from PROC?2 plays the role of the probe. The main reason for the low intensity is
that this process is not fully phase-matched. As discussed in Sec. 2, in order to have efficient
FWM, the averaged wavelength for the LPO1 mode should be about 16 nm longer than that for
the LP11 mode. For the cascaded IM-FWM process, the difference in the averaged wavelength
is about 10 nm, and this condition is not satisfied.

5. Bandwidth analysis for PROC1 and PROC2

Since a FWM process requires phase matching, any detuning of the two pumps or the probe
from the exact phase-matching conditions will reduce IM-FWM efficiency. This section focuses
on the tuning bandwidth of the two IM-FWM processes discussed in Sec. 4. We assume for
simplicity that the power levels are sufficiently low that the SPM and XPM do not affect phase
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matching significantly. Then, the phase-matching bandwidth can be estimated from the linear
phase mismatch given in Eq. (2). Its use predicts that the idler power in the undepleted-pump
approximation is proportional to [15, Eq. (2.3.2)]

n= [sin(AﬁL/Z) } 2
(ABL/2) 1~
where AP is the linear phase mismatch and L is the fiber length. We stress that 7 is the phase-
matching efficiency relative to the ideal phase-matching conditions and should not be confused
with the overall efficiency or gain of the underlying FWM process, which relates to the ratio of
the generated idler power to the pumps or probe [24].
Before we can use Eq. (18), we need to calculate Af for the two IM-FWM processes consid-

ered. Using the numbering of the waves as shown in Fig. 1 and substituting Eq. (3) into Eq. (2),
we obtain an identical expression for both PROC1 and PROC2:

(18)

1 1
AB = (Aa)l—Aa)4){ 1= B+ 58" (801 +Awy) — 5 B (Awr + Awy)
1 1
+ 8/33“ (A0} + Aw Ay +Aw}] - 6’3301 [A®} + A Aws + Aw]] } (19)

where Aw; = @; — ay fori=1...4. Setting B! = B! = 0 leads to the phase-matching condition
given in Eq. (6).

Let us assume that PROC1 is phase-matched for a specific probe frequency @, so that A =0
at that frequency. If we now detune the probe by an amount d ®, the new probe and idler fre-
quencies become @) = @, + 8, and @, = w4 — S ®. Using them, we obtain the phase mismatch
due to detuning of the probe frequency by d @ for PROC1:

(AB) = %5@(A@—A@+5w)[ 01 gl

1 1
+ 3B (3001 — 280, + 2803 — 50) + Y (Aws + 280, +50)].  (20)

Although PROC2 shares the same expression for A with PROCI, the impact of probe detun-
ing is quite different for PROC2 because relative locations for pump2 and probe are switched
(see Fig. 1). For a detuning d® in the probe frequency, the idler frequency now changes to
) = w4 + 0. As a result, the phase mismatch for PROC2 is given by

1

(AB)2 = 580 (A —Aas —S0)[B' — B

1 1
+ §;33“(3Aa>1+2Acoz—2Aa>3+6a>)—g V(Aws +280, + 80)]. (1)

The two expressions for the phase mismatch can be simplified further by noting that S @ is
a small quantity in practice compared to any A®; (i = 1-3). With this simplification, the phase
mismatch for both processes is proportional to the probe detuning 6 @ as

1
(AB)1 ~ S S (Aw; —Aws)M, (22)

1
(AB)2 ~ Séw(Aw, —Aws)My (23)

where the two constants M and M, are given by
_aity Lon _ o1 , 1o
My = By’ + 385" (301 =280 +2A03) + B;" + 2 B3 (Aws +2A2), 24)
1 1

My = By' + 283" (3001 +28m, —203) = B3 — 2 B3 (Aos +28m) . (25)
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Fig. 4. (a) Efficiency as a function of Ayrope and Apumpz for PROC1 when Apumpr = 1530
nm. (b) Efficiency curve for Apump2 = 1554 nm (full green curve) from Eq. (22). Numerical
result (input power Py =4, Ppy = 6, Pg = - 6 dBm, dotted red curve) agrees well with the
analytic approach.

The main difference between the two constant M and M, is the sign change of the last term,
indicating that phase mismatch depends on the difference in 3, and B3 values for the LPO1 and
LP11 modes for PROC2, while it depends on their sum for PROCI1. The differences in 8, and
B3 values for the two modes are quite small in practice (typically less than 10%). As a result,
PROC?2 has generally a much larger bandwidth compared to PROC1 because M| is much larger
than M.

To verify the accuracy of the analytical approximation, we use Eq. (18) to calculate the
phase-matching efficiency 1 as a function of Aprgpe and Apumpz. The results for PROCI using
Eq. (22) are shown in Fig. 4(a). As can be seen, the ridge follows a straight line in the two-
dimensional plane formed by Aprgpe and Apump2. The slope of the ridge depends on the values of
B> and f3; for the two spatial modes, LPO1 and LP1 1a, in which the four waves are propagating.
The bandwidth with respect to the probe detuning is quite small (~0.01 nm) for PROC1. On
the other hand, A,ymp2 can vary over more than 2 nm. Figure 4(b) shows the efficiency curve
for the specific value )L'pumpZ = 1554 nm (full green curve). We also show the numerical results
with a dotted red curve obtained using Eq. (7) using low power levels for all waves to rule out
the impact of nonlinearity on phase matching.

We performed similar efficiency calculations for PROC2, and the results using Eq. (23) are
shown in Fig. 5(a). Notice that the x and y axes have been switched in this figure compared
to Fig. 4(a). The efficiency map for PROC2 is similar to that of PROCI in the sense that the
peak position follows a straight line in the two-dimensional plane formed by Aprope and Apymp2.
However there is a practical difference related to the switching of the axes. Now, for PROC2,
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Fig. 5. Same as Fig. 4 but for PROC2 and with Apymp> = 1546 nm from Eq. (23). Notice
the difference in scale of the Apgpe axis and difference in bandwidth of the process. The
analytical formula agrees well with the numerical results.

the bandwidth with respect to pump detuning is ~0.01 nm but the probe wavelength can be
detuned more than 2 nm. This feature is evident in Fig. 4(b) where we show the efficiency
curve at a specific value Afpump2 = 1546 nm (full green curve). We also show the numerical
results with a dotted red curve obtained using Eq. (7), using once again low power levels for all
waves. The excellent agreement between the two curves for both PROC1 and PROC2 supports
well the analytic approximations using Egs. (18), (22) and (23).

One may ask why PROC2 has a much larger bandwidth (~2 nm) than that of PROCI1
(~0.01 nm) with respect to probe detuning. A physical reason behind this difference is re-
lated to the energy conservation conditions that determine the probe frequency. For PROCI,
the idler and the probe frequencies move in the opposite directions, as evident from Eq. (1).
In contrast, the two waves move in the same direction in the case of PROC2. Clearly the fre-
quency difference @, — @y is preserved in the case of PROC?2. It is this property that enhances
the bandwidth of PROC2. As the probe wavelength is detuned, the idler wavelength changes
in such a way that the phase-matching condition in Eq. (6) is maintained over a much wider
range compared to PROCI. Using the parameter values for our FMF, we find from Egs. (22)
and (23) that (AB)1 ~ 1.4963 x 10718 @ and (AB), ~ —8.0439 x 10~'35@. We can estimate
the bandwidth from 7 in Eq. (18) by noting that n = 0 for ABL/2 = &. Taking L = 4.7 km, it
follows that 6v = d®/(2x) ~ 1.5 GHz for PROCI and 280 GHz for PROC2. In wavelength
units, these numbers correspond to 12 pm and 2.2 nm, respectively. These values agree with the
numerical curves in Figs. 4 and 5.

We now discuss briefly the impact of nonlinearity on the phase-matching conditions that
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increases in importance as the power of the input waves increases. For this purpose, we need
to find how the phase of each wave is affected by self-phase modulation (SPM) and cross-
phase modulation (XPM). In our case, the powers of the two pumps (16 and 18 dBm) are much
higher than those of the probe and idler waves (6 and -4 dBm). If we only retain the nonlinear
contributions coming from the two pumps, the nonlinear contribution to the phase mismatch
for PROC1 and PROC?2 is found to be

(ABYE = —YL(f3333B01 + fi111P2) (26)
(AB)YE = —yL(f3333Pp1 — fil11By) - 27)

It is interesting to note that nonlinearity affects the two IM-FWM processes differently. The
nonlinear contributions to the phase matching increase with increasing pump powers for both
pumps for PROCI but go in opposite directions for pump2 in PROC2. Clearly, PROC?2 is gen-
erally less sensitive to pump-power-dependent phase matching. The phase-matching condition
become insensitive to the pump powers in PROC2 when B / P2 = fin / f3333.

To help assess how nonlinearity impacts phase matching in the experiments, we performed
a series of simulations for both IM-FWM processes where we vary the pump powers while
keeping other parameters unchanged. We plotted the efficiency curves for PROC1 and PROC2
in Figs. 6(a) and (b), respectively. As shown in these two figures, the impact of nonlinearity
is mainly to shift slightly the efficiency curves with minimum impact on the bandwidth. As
seen from Fig. 6(a), the efficiency curve shifts towards the same direction (shorter wavelength)
when either P, or Py increases. On the other hand, the efficiency curve shifts in the opposite
directions when Pp; or Pp, increases for PROC2 (b). These observed behaviors agree with
Egs. (26) and (27). By carefully looking at the shift of the efficiency curves in Fig. 6, one can
observe that increasing Py, produces a larger shift than that from increasing Pp1. This behavior
can be understood directly from Egs. (26) and (27), since the nonlinear overlapping factor fi1;
is greater than f3333 (For our FMF, f1111 = 1, f3333 = 0.75).

Looking from the efficiency curve for PROC2, the amount of wavelength shift between the
dashed—green curve [P = (10, 10, 6) dBm] and solid—purple curve with “+” marker [P = (10, 16,
6) dBm] is about 0.09 nm. This wavelength shift can be estimated using Eq. (27). The nonlinear
phase difference between these two curves is Yfi11; (16 dBm - 10dBm) = 0.053 km~!, which is
compensated by an amount of frequency detuning about 65.9 GHz from Eq. (23). In wavelength
units, this number corresponds to 0.085 nm, quite close to the value 0.09 nm from numerical
simulation of Eq. (7). Similar estimation can also be done for PROCI.

6. Impact of linear mode coupling on IM-FWM

In this section, we consider the impact of random linear mode coupling on the two IM-FWM
processes. For SMFs, linear coupling between the two polarization modes originates from the
presence of random birefringence fluctuations that lead to random rotations of the polarization
state of the field along the fiber length [11,12]. The length of fiber over which the state of polar-
ization at the output becomes uncorrelated with its input value (i.e., the correlation length) de-
pends on details of fiber design and fabrication. Experimental measurements on specific fibers
have shown values ranging from a few meters to few tens of meters [25, 26]. In contrast, for
fibers supporting multiple spatial modes, linear coupling between two different spatial modes
varies greatly depending on the difference in their propagation constants [12,27,28]. Many
physical effects lead to random linear coupling between modes. Examples of such physical
mechanisms are bending, twisting, tension, kinks, pressure, and fluctuations in the fiber core
shape and refractive index [11, 12]. Fluctuations in the refractive index can be modeled by a
random quantity Ag(x,y,z) that is used to find the elements of the matrix Q(z) in Eq. (13). The
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PROCI while they shift in opposite directions for (b) PROC2 depending on whether Py or
Py is increased. Powers vector is defined as P = (Ppy, P2, Pp).

way polarization and spatial modes couple for a particular fiber depends on the strength and
spatial frequency of each coupling mechanism for that fiber.

To evaluate the impact of random linear coupling on nonlinear propagation, we first assume
that the linear coupling and phase evolution from difference in refractive indices occur on a
length scale shorter than that associated with the nonlinear effects. Under this condition, we
can treat the terms By and Q(z) separately from the other terms in Eq. (7) and write,

A _ B+ Q@A) (8)
Z

The exact way various fiber imperfections impact the coupling matrix Q(z) of multimode
fibers still remains an active topic of investigation [28]. For our numerical simulations, we
assume that the elements of the coupling matrix Q(z) follow Eq. (13). Because Ag(x,y,z) is
a scalar field in Eq. (13), the matrix Q(z) does not introduce random coupling between the
two polarization states of the same spatial mode. However, as mentioned earlier, we expect
several physical mechanisms to randomly couple the two polarization states of the same spatial
modes. To take this into account in a model that resembles what occurs in SMFs, we introduce
the following matrix R(z) that randomly couples the two polarization states of each spatial
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mode [29]:

iy Top 0 0 0 0
"1p Tp 0 0 0 0
R(Z) — 0 0 nu "o 0 0 , (29)

0 0 ryy 1y O 0
0 0 0 0 "tim  Tiom
0 0 0 0 7y o

where the subscripts p,l,m indicate that all 2 X 2 unitary matrices are independently random.
R(z) is also unitary. Note that we omitted writing explicitly the z-dependence of each matrix
element for clarity.

In the following numerical simulations, we solve Eq. (7) with the split-step Fourier method
and incorporate the combined effects of By and Q by multiplying the field after each numerical
step Az by the matrix

Ta(z) = R(z) exp[i (Bo + Q(z)) Az] . (30)

Note that in this model, we assume full scrambling at each integration step, and therefore the
rotation matrix R is not ”proportional” to Az. Even though not explicitly studied in this paper,
this formulation of coupling allows to separately consider the impact of random linear coupling
within each spatial mode from linear coupling between spatial modes. For instance, one can
find an analytic derivation of the impact of random linear coupling between the two polarization
modes of the same spatial mode alone on the nonlinear propagation equation in [5, 14].

The extent of linear coupling between modes depends on many fiber parameters and length of
the system considered. In the Appendix, we present a simplified analysis that presents evidence
of the existence of three different regimes of coupling. The analysis is based on Eq. (28) and
considers a 6 x 6 coupling matrix. The three different regimes of propagation are found based
on differences in propagation constants between spatial modes, the magnitude of the variances
of the elements of Q(z) (all elements are assumed to have identical variances), and the factor
by which the fiber length exceeds the correlation length L, of random mode coupling. In the
following, we therefore consider three distinct regimes of random linear coupling for T(z).

Model 1: No linear coupling among spatial modes In this case, none of the spatial modes
linearly couple, but random linear coupling between the two polarization components of each
spatial mode occurs. This simplified model is intended to address the case where all spatial
modes have sufficiently distinct propagation constants. In this model, the 6 x 6 transfer ma-
trix T(z) for a 6-mode fiber is identical to R(z) of Eq. (29) and assumes the following block-
diagonal form

Ty, T O 0 0 0
Ty, Ty, O 0 0 0
0 0 Ty Ty O 0
0 0 T,, T,,, O 0
0 0 0 0 Tl]m Tl 2m
0 0 0 0 7, T,

Ti(z) = (31

In Eq. (31) and equations below, we omit the z-dependence of the elements of the transfer
matrices to simplify the notation.

Model 2: Strong random linear coupling between LP11a and LP11b In this case, the
degenerate spatial modes LP11a and LP11b experience a strong random linear coupling, while
their coupling to the LPO1 mode is neglected by assuming a sufficiently large difference in their
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Table 2. Power of the idler (in dBm) generated by the IM-FWM PROC?2 for five different
realizations of the random linear mode coupling for the three models considered.

Realization | Model 1 | Model 2 | Model 3
1 -7.41 -7.38 -49.28
2 -7.34 -7.40 -52.61
3 -7.37 -7.37 -50.87
4 -7.35 -7.38 -52.14
5 -7.40 -7.41 -51.25

propagation constants. As a result, the 6 x 6 transfer matrix for this case takes the following
block-diagonal form

Tllp lep 0 0 0 0
Ty, Ty, 0 0 0 0
0 T111 T12[ TISI Tl4l

Ta(z) = , (32)
() T211 T221 T231 T24l

0
0 Ly T Ty Ty
0 T T Thy Ty

el

S OO

where the 4 x 4 random unitary matrix takes into account random linear coupling among the
LP11ax, LP11ay, LP11bx, and LP11by modes.

Model 3: Strong random linear coupling among all modes In this case, all modes are
strongly linearly coupled, and the transfer matrix T3(z) is a full 6 x 6 random unitary matrix:

T, T, Tis Tu Tis Tie
T, T, Tz Tha Ts Ty
Ty Ty T3z Tze T35 Tse
Ty(x) = |31 : 33
3(2) Ty, T, Txs Tas Tis Tie (33)
T, 15, Ts3 Ts4 Tss Tse
Toy Ty To3 Toa Tos Teo

We performed numerical simulations for PROC2-type IM-FWM using these three random
linear coupling models. The transfer matrix T;j(z) (i = 1-3) was applied to the fields at each step
of the split-step Fourier method. We propagated the six field components over 4.7 km of the
FMF described in Tab. 1. A step size of 7.8 m was used as smaller step sizes generates similar
results within the statistical uncertainty of the three models. Numerical simulations performed
using Eq. (7) are repeated with different random seeds for the generation of the coupling matri-
ces Tj(z), with i being the model number. Table 2 shows how the idler power changes over five
realizations of the random linear coupling process for the three linear coupling models. As in
Sec. 4, the launched pump powers are 16 and 18 dBm, while the probe power is 6 dBm. As seen
in Table 2, variations of the idler power for different random matrices realizations are relatively
small (< 0.1 dBm) for Models 1 and 2, with an average value close to —7.4 dBm. These results
suggest that strong linear coupling between the LP11a and LP11b modes does not affect much
the IM-FWM process.

In contrast, in the case of Model 3 where the LPO1 and LP11 modes are also linearly cou-
pled, the idler power is drastically reduced and is in the range of —50£2 dBm over five real-
izations of the random coupling process. Such larger changes indicate that fluctuations in phase
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Table 3. Same as Table 2 but for 3 dB lower powers for the two pumps and the probe.
Realization | Model 1 | Model 2 | Model 3
1 -16.36 -16.27 -61.51
-16.19 -16.34 -59.58
-16.28 -16.29 -60.45
-16.30 -16.31 -61.75
-16.33 -16.32 -60.31

(S 1SN OS] \S)

matching conditions resulting from linear coupling between the LPO1 and LP11 modes are so
important that IM-FWM is highly suppressed. These results indicate that phase matching can-
not be achieves when three nondegenerate waves are launched in a FMF with nearly identical
propagation constants.

Linear coupling between modes can be reduced in practice by designing fibers with large
differences in their modal propagation constants [12], such as between the LPO1 and LP11
modes for our FMF. Model 2 would be most realistic in this case. In Sec. 4, the power of
the idler was about —3.93 dBm for PROC2 in the absence of any linear mode coupling. The
average value of the idler power for Model 2 is about —7.4 dBm. Since random linear mode
coupling decreases the idler power by 3.47 dB, it will help in reducing the penalty associated to
the interference of the idler with other channels in a WDM system. To estimate the validity of
using Model 1 in this section, we used the generalized Manakov equation [Eq. (26)] of Ref. [14]
that includes the coupling model described by the matrix T;. The numerical value obtained for
the idler power was —7.36 dBm, close to the values obtained in Table 2.

Analytic considerations can also be used to estimate the linear mode-coupling penalty. As
discussed in Sec. 4, the nonlinear term responsible for generating the idler wave is proportional
to |A3|2A1, which is a “XPM-type” term as described in Refs. [14] and [20]. It was shown in
Ref. [14] that the factor of 2 associated with the XPM terms in the absence of linear coupling
is reduced to a factor 4/3 in the presence of random polarization rotations. As a result, the idler
field is reduced by a factor of 2/3, which results in reduction by “(3/2)%” or 3.5 dB of the idler
power.

In contrast, any linear coupling between the LPO1 and LP11 (a or b) reduces the FWM
efficiency drastically. The reason for this decrease in idler power is that the phase matching
condition can no longer be satisfied. A generalized Manakov equation has also been derived for
the strong coupling case (Model 3) [5, 14]. In fact, as can be seen from this Manakov equation,
only “SPM” terms survive after the random averaging. Therefore, it is expected that no efficient
IM-FWM happens in such a strong coupling region. Indeed, one can confirm this by performing
simulations of Eq. (7) with increased number of steps. We found that the idler power did not
change for Model 1 and Model 2, but it kept decreasing with the increasing number of steps
in the case of Model 3. For a sufficient large step number (i.e., a sufficient small coupling
length), the idler power became vanishingly small. Clearly, the results for Model 3 depend
on the coupling length of the fiber. For a fixed coupling length, the idler power converges to a
stable fixed value that depends on the fiber length. Note also that, in the strong coupling regime,
a FMF approaches the behavior of a SMF with the noticeable difference that many modes can
occupy the same frequencies.

To verify the power dependence of the IM-FWM processes studied, we reduced the power
of all input waves by 3 dB, i.e., P,; = 13 dBm, Py; = 15 dBm, and Ppope = 3 dBm. All other
parameters remain unchanged. The results for PROC2 are summarized in Table 3. Calculations
based on the generalized Manakov equation [14, Eq. (26)] give -16.31 dBm for the idler power.
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As can be seen by comparing Tables 2 and 3, the power of the idler generated for all cases is
reduced by about 9 dB, a scaling in agreement with Eq. (17).

7. Conclusions

In this paper, we have studied a simple analytical model and performed numerical studies of
intermodal four-wave mixing (IM-FWM) in few-mode fibers, including birefringence fluctu-
ations and random linear mode coupling. Two different intermodal IM-FWM processes have
been investigated. We found that one of these IM-FWM processes has a phase-matching band-
width about 100 times larger than the other. The impact of nonlinearity on the phase-matching
condition and the bandwidth was also studied. We included random linear mode coupling be-
tween fiber modes using three different models and found that random linear coupling always
reduces the IM-FWM efficiency relative to the absence of any linear mode coupling. The reduc-
tion in efficiency is relatively small (on the order of 3 dB) for weakly coupled spatial modes,
but becomes very large when all modes are strongly coupled. These results may prove useful
in the context of SDM systems designed using wavelength-division multiplexing in multimode
and multicore fibers.

8. Appendix: Asymptotic Behavior of Concatenated Random Mode Coupling Matrices

We are interested in the asymptotic behavior of the solution of Eq. (28), where By is a diago-
nal matrix of the form By = diag(B", B0, B3 1, BLY, BL, Bi!) and Q(z) is a Hermitian random
matrix with all entries assumed to have the same standard deviation . Note that, in contrast to
Eq. (13) of the main text, the model considered for Q(z) includes more general fiber deforma-
tions that randomly couple all modes, including those with orthogonal polarizations.

First, we introduce the following changes of variables,

By = AB—XI, A=Aexp(—iZz), (34)
z=1%/A,  Q=AcQ, (35)

where A = (B' — B41)/2 and £ = (B! + BL!)/2. In terms of the new normalized “hat” vari-
ables, Eq. (28) becomes
JA(2)
2z
where B = diag(1,1,—1,—1,—1,—1) is a normalized diagonal matrix and Q is a normalized
Hermitian random matrix with all elements having a standard deviation of 1. Mathematically,

this model of Q corresponds to the well known Gaussian Unitary Ensemble (GUE).
We define the evolution matrix in the normalized space T(Z) as

=iB+0cQ(2)]A(2), (36)

A =T@eA, 37)

where A’ is stationary in 2. Using Egs. (36) and (37), the solution for T(ﬁ) from Z; to 25 is given
by,
T(z) =expi (B+0(Q(2)) (22—21)] T(21) - (38)

where (Q(2)) is the z-independent value of Q(2), assumed to be nearly constant over the interval
%y — 21 = L. Let’s separate the fiber of length L into N = L /L. segments of equal lengths
L., where L. is the correlation length over which the entries of Q(Z) can be considered as
constant. Assuming a fiber that is statistically uniform along the length, the entries of (Q(2)) can
be considered as independent and identically distributed between distinct segments. Denoting
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by Q ; the random coupling matrix associated to the i fiber segment of length L., the total
evolution matrix over the fiber length T can then be written as,

N
T= Hexp[(i/P) (B+0Q)), (39)

j=1

where we defined p = 1/(AL.) and made use of z =2/ A to return to physical units of distance.
The ranges of the three variables that impact T in Eq. (39) are chosen to be o € [1073,10?],
N €[10',10% and p € [107°,10°].
The asymptotic behavior in N of T in Eq. (39) for different values of p and o is studied below.
The parameter p can be interpreted as a ratio of a dephasing fiber length (Lg = 1/A=2/( 8 -
O”)) to the correlation length of random fluctuations (L.). The parameter ¢ is the amplitude
of the random coupling coefficient. The ratio 6/p can therefore be loosely interpreted as the
ratio of the amplitude of the random coupling to the dephasing length measured in units of
correlation length. In the following we prove that, based on the relative values of ¢ and p, the
product in Eq. (39) converges for N — oo to a proper subgroup of the group of unitary matrices.
To this end we recall the following well-known theorem:

Theorem 8.1 ([30,31]) Consider the group of unitary matrices U(d) of dimension d and a
probability measure |1 whose support is not contained in a proper subgroup of U(d). Then the
measure [I", obtained by doing the convolution of L with itself n times, converges in distribution
as n — oo to the uniform probability measure on U (d).

Specifically we study the following nine different regimes:
e pis fixed and
— % is fixed: In this case, it is straightforward to prove, using 8.1, that the distribution

of the product will converge to the uniform measure on the unitary group as N — oo,

— & diverges: In this case also, one can prove using Theorem 8.1 that the distribution
of the product will converge to the uniform measure on the unitary group as N — oo

- % converges to zero: It is straightforward to prove that the matrix B+ ocQ; con-
verges to a diagonal matrix. Hence exp[(i/p)(B + 0Q;)] will also be diagonal.

* p diverges

— 2 is fixed: In this case, it is straightforward to prove using Theorem 8.1 that the
distribution of the product will converge to the uniform measure on the unitary
group as N — o

- % diverges: In this case the matrix B 4- 6Q; will behave more and more as a GUE
matrix, and we can use Theorem 8.1 to conclude convergence to a full Haar matrix
as N — oo,

- % converges to zero: In this case the argument of the exponential goes to 0, hence
the solution converges to the identity matrix.

¢ p converges to zero

- % is fixed: This case will be analyzed in the rest of this appendix. We prove that

exp[f'7 (B+0Q);)] converges to a block diagonal Haar matrix.
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- % diverges: In this case the matrix B + 6Q; will behave increasingly as a GUE
matrix as < increases, and we can use Theorem 8.1 to conclude convergence to a
full Haar matrix as N — oo,

- % converges to zero: We expect several different behaviors to be exhibited depend-
ing on the rate of convergence of ¢ to 0.

We now prove that when p = ¢ and ¢ — 0, the matrix exp[é(B +0Q);)] converges to a
block diagonal matrix. To this end, we divide the individual entries of this matrix into three
groups: diagonal entries, off-diagonal entries within a block, and off-block entries. The size of
the blocks is dictated by the structure of the matrix B.

Off-block entries Let us suppose o < 1. We can divide the eigenvalues of %(B +0Q);) into
two subsets: the eigenvalues Sp close to A and the eigenvalues S_A close to —A. Let u € Sy (re-
spectively S_,)) and vy the associated eigenvector. By writing down the associated eigenvalue
eigenvector decomposition, we see that the last four (the first two) coordinates are of the order
of . Since the off block entries of exp[ﬁ(B +0Q)j)] are of the form ¥ ; e"’lf'vﬂle/ with u and
1’ in subsets attached to different eigenvalues, we conclude that the magnitude of an off block
entry is upper bounded by nr where n is the dimension of the matrix. Hence, what remains to

be shown is that the magnitude of the block entries does not vanish when ¢ = p — 0.

Block entries We will show that the eigenvector matrix of A = %((B +0Q);) is block di-
agonal in the limit 6 = p — 0, with non vanishing block entries. We prove this for C =
(1/p)*[c(BQ; + Q,B) + 6°Qj] instead of A, as the two statements are equivalent. Indeed,
C is A2 minus a scalar matrix, which does not alter the eigenvectors, i.e., C, A and e all have
the same eigenvectors. Here, we use the fact the matrix A is Hermitian to be able to apply
functional calculus to A.

Observe that the matrix BQ; 4+ Q;B is block diagonal with 2 blocks of the desired di-
mensions. This is because of the particular structure of B. We will show that in the limit as
6 = p — 0, the eigenvectors of C converge to those of BQ; + Q;B. This is the content of the
following theorem, which bounds the Frobenius norm of the eigenvector matrix.

Theorem 8.2 ([32,33]) Let M € C"*" be a Hermitian matrix with distinct eigenvalues and
have spectral decomposition M = UAU*. Let M = M + 8M be a Hermitian matrix and

_lsm, o (/T )Ml

N min,-yng,-—lj\’ - min,»¢j|7ti—),j|

Ife(2a+ V1 +4a?) < 1, then M has a spectral decomposition such that

V2e
[1—20e++1—4ae—e2]l/2

We apply this theorem with M = %(BQ ;i+Q;B) and oM = Q?. Hence U is the eigenvec-
tor matrix of %(BQ ;+Q;B) and U the eigenvector matrix of C. Fix p and observe that the

IU-Ullr < (40)

eigenvalues of %(BQ i +BQ;) are distinct with probability 1 since the density of the eigen-
value distribution is continuous. As p — 0, min;.;|A; — ;| and [|A||2 grow as 1/p. Using this, a
straightforward computation shows that € — 0 and ae < 1 for p small enough, and the theorem
is satisfied. Since the right side of Eq. (40) decreases to 0, the Frobenius norm also converges
to 0. This implies that the entries of U converge to those of U. Since Q; is a GUE matrix, we
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can say that the blocks in the eigenvector matrix of BQ; 4+ Q;B (and therefore also those of C)
will be Haar distributed.

Having this result in hand, we can show that ¢’ is block diagonal, which is the result we
seek. All off-block entries converge to 0 as stated earlier. Consider a block entry (e/);,,. The
eigenvalue/eigenvector decomposition of A gives that this entry is of the form ¥, e v,w; where
v and w are respectively the /' and m'" eigenvectors of A. Observe that the only nonzero entries
of v, and wy are those corresponding to the block under consideration. By a standard result
in perturbation theory (B and Q; being hermitian, see [34]), the eigenvalues of Il)(B +0Q);))
are close to those of B/p, and the distance between the corresponding eigenvalues is of the
order of o/p. Since 6/p = 1, we conclude that the eigenvalues A; are distinct modulo 27
with probability 1. Hence, the sum (e*);,, = ¥ e vewy is non zero. Putting all these results
together, we conclude that in the limit p = o — 0, e is block diagonal. Since multiplication
respects the block structure, we use Theorem 8.1 to conclude that the blocks of the matrix will
be Haar distributed in the limit as N — oo.

We show examples of the shape of the matrix T in Eq. (39) by varying parameters p, 6 and N.
In all numerical experiments, we consider an ensemble with 1000 members, each representing
arandom draw of the matrix 7', and compute the empirical expected value of the absolute value
of each entry. Figure 7 shows the gray-coded values of the matrix elements of T using N = 1
and ¢ = p for values of ¢ ranging from 10~! to 10~*. We observe two matrix blocks of sizes
2 x 2 and a4 x 4, and a strong diagonal over the entire 6 X 6 matrix. The bottom row shows the
situation for N = 10. We clearly see two blocks; the distribution of the elements in each block
become much more uniform for N = 10 compared to the N = 1 case. These numerical results
show behavior predicted by the asymptotic analysis in this appendix.

Finally, Figure 8 shows an example where o is fixed and p decreases using N = 10. In this

p=10" r=10", N =10° p=1072 r=10"2, N =10° p=1073r=10", N=10° p=10"% r=10"* N =10°

2 4 6 2 4 6

1 1

p=1072 r=10"2 N =10 p=107% r=10"% N =10

1 1
2 2

3 3

Fig. 7. Gray-coded values of the elements of the matrix T with white and black representing
0 and 1, respectively. The values of p with p = ¢ are shown above each plot. Toprow N = 1;
bottom row N = 10.
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p=10"1r=100 N=10' p=102r=10°N=10" p=10"3r=10° N=10) p=10"%r=10" N=10'

o g b~ W N P
o 00 M W N P
o g b~ W N P

2 4 6 2 4 6 2 4 6 2 4 6

Fig. 8. Gray-coded values of the elements of the matrix T for N = 10 when ¢ =1 is fixed
and p decreases from 0.1 to 104,

situation, we do not obtain a block structure, and the matrix has its full dimension. As N — oo,
the product in this case converged to a uniform distribution over the whole matrix.
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