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Abstract: A deep insight into the inherent anisotropic optical properties of
silicon is required to improve the performance of silicon-waveguide-based
photonic devices. It may also lead to novel device concepts and substantially
extend the capabilities of silicon photonics in the future. In this paper, for
the first time to the best of our knowledge, we present a three-dimensional
finite-difference time-domain (FDTD) method for modeling optical phe-
nomena in silicon waveguides, which takes into account fully the anisotropy
of the third-order electronic and Raman susceptibilities. We show that,
under certain realistic conditions that prevent generation of the longitudinal
optical field inside the waveguide, this model is considerably simplified
and can be represented by a computationally efficient algorithm, suitable
for numerical analysis of complex polarization effects. To demonstrate
the versatility of our model, we study polarization dependence for several
nonlinear effects, including self-phase modulation, cross-phase modu-
lation, and stimulated Raman scattering. Our FDTD model provides a
basis for a full-blown numerical simulator that is restricted neither by the
single-mode assumption nor by the slowly varying envelope approximation.
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1. Introduction

Themicroelectronics industry has thrived on the unique electrical and mechanical properties of
silicon, which have enabled significant miniaturization and mass-scale integration of electronic
components on a single silicon chip [1, 2]. Unfortunately, this miniaturization process cannot
be continued much beyond the current level because of the inherent heat generation and the
metal-interconnects bottleneck effect [3]. A promising way to overcome these fundamental
limitations is to use photons, instead of electrons, as information carriers. This would lead to
a gradual replacement of electronic integrated circuits (ICs) by photonic ICs. Silicon is well
suited for realizing photonic ICs, owing to the recent advances in the fabrication technologies
and the ease of integrating electronics with silicon photonics [4-9]. A relatively high refractive-
index contrast provided by the silicon-on-insulator (SOI) technology allows one to confine the
optical mode to subwavelength dimensions and to realize nanoscale optical waveguides (often
called photonic nanowires), for on-chip optoelectronic applications [8].

The strong optical nonlinearities of silicon give rise to a variety of nonlinear effects, such as
stimulated Raman scattering (SRS) [10, 11], self-phase modulation (SPM) [12,13], cross-phase
modulation (XPM) [14], cross-absorption modulation (XAM) [15], four-wave mixing (FWM)
[16-18], and coherent anti-Stokes Raman scattering (CARS) [9, 19, 20]. These effects have
been successfully utilized in a number of chip-scale photonic devices, including lasers [21,22],
amplifiers [23, 24], switchers [15, 25], modulators [26—28], broad-band frequency converters
[20, 29], detectors [30], all-optical logic gates [25], continuum generators [31, 32], and pulse
compressors [33]. Since the Kerr effect, two-photon absorption (TPA), and Raman scattering
are anisotropic in the case of silicon, the state of polarization of the optical field and waveguide
orientation could be tailored to take advantage of optical anisotropy for making novel optical
devices. Even though there is a strong potential for anisotropic effects to be used in new devices,
none of the above-listed devices utilizes optical anisotropy. Meanwhile, recent theoretical works
have demonstrated that the anisotropy exhibited by silicon waveguides can be used to realize
fast optical switching [34—36] and power equalization [36].

To study the impact of anisotropic nonlinear effects on light propagation in silicon, a complex
numerical simulator that takes into account the tensorial nature of third-order susceptibility is
required. The finite-difference time-domain (FDTD) scheme is the best choice for sophisticated
modeling, since it allows Maxwell's equations to be exactly solved in three dimensions with
few assumptions [37]. This scheme is suitable for analyzing complex waveguide geometries
with few-cycle pulses, which is beyond the capability of other popular modeling techniques.
In this paper, we present an FDTD model of optical phenomena in silicon waveguides, which
incorporates the anisotropy of silicon nonlinearities and the vectorial nature of the electromag-
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netic field. In Section 2, we describe the structure of the general FDTD algorithm for nonlinear
anisotropiomedia. Starting with Maxwell’s equations, we outline the steps required for obtain-
ing the update equations for the electromagnetic field and set up notations employed in the rest
of the paper. In Section 3, we consider the relation between the material polarization and the
electric field inside a silicon waveguide and derive the contributions of different optical effects
with emphasis on the underlying physics. The full material polarization is used in Section 4 to
derive the update equations for the electric field in the three-dimensional case. We then sim-
plify these equations to obtain a computationally efficient algorithm that can be used to simulate
SOl-based photonic devices. In Section 5, we apply the simplified algorithm to investigate the
impact of optical anisotropy on pulse propagation in silicon waveguides. We summarize our
study and conclude the paper in Section 6.

2. Three-dimensional FDTD scheme for nonlinear anisotropic media

Classical electromagnetic theory is based on Maxwell’'s equations, which admit exact analyti-
cal solutions only for a limited number of relatively simple problems [38]. In modern nonlinear
optics, these equations are usually solved numerically using different computational schemes.
The FDTD method is one of the most widely used methods for this purpose, due to the simplic-
ity of its implementation, its applicability to arbitrary scattering media (e.g., media exhibiting
anisotropic and/or nonlinear responses), and the high accuracy of the generated results [37].

In order to establish the notations used in the following sections, we sketch the main steps
involved in the FDTD algorithm that solves the source-free Maxwell's equations in their differ-
ential form [38]

JdB(r,t) aD(r,t)
ot ot

whereB(r,t) andD(r, t) are the magnetic and electric inductions, &fd, t) andH(r,t) are
the electric and magnetic fields. For nonmagnetic media, the constitutive relations between the
four vector fields in Eq. (1) are given by
H(rvt):M, E(r,t):w, 2)
Ho &

wherep and & are, respectively, the permeability and permittivity of vacuum. The response
of an inhomogeneous anisotropic medium to an external electric field is taken into account by
the material polarization vect®r, t).

An arbitrary vector fieldv = {B,D,H, E,P} can be split into its Cartesian compone¥s
along the axi€ = {a, 3, y} of theFDTD coordinate systeras

V(r,t) = @Va(r, t) + BVa(r, t) + PVy(r, 1),

whered, ﬁ' andy are the unit vectors. In the FDTD scheme, each of these components are
discretized in time and space domains according to the recipe of Yee [37, 39].

The discretization scheme proposed by Yee can be visualized using the cubic unit cell and
the time line shown in Fig. 1. The electric and magnetic fields are defined on different points of
the unit cell and at alternative time steps. Mathematically, each compdp@nt) becomes a
function of four discrete arguments,

d, . .
Vel a1 apicrg = Veli+ AL, (j+ ) A8, (k4 d3)AE, (n+ da)At],

=—0xE(r,t),

=0OxH(r,t), (1)

where{i, j,k,n} € N, andA¢ andAt are the space and time increments. The valued,of
(u =1,2,3,4), corresponding to the arrangement adopted in Fig. 1, are given in Table 1. It
should be noted that not all components shown in Fig. 1 belong to the same unit cell.
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Fig. 1. Staggered space arrangement (left) and leapfrog time ordering (right) of discretized
electromagnetic-fieldomponents using a cubic Yee cell.

In order to obtain the update equations for the discrete electromagnetic field, one needs to
replace the time and space derivatives in Eq. (1) by finite differences. With this approach, the
update equations for the vectdsH, andD can be readily derived from Egs. (1) and (2). For
example, fora components the update equations are:

n+1/2 - n-1/2 S n n
Ba |i71/2,j71/2.,k71/2 - BD” T (EV|i,j+l/2,k - EV|i,jfl/2,k

n n
—Ep |i,j,k+l/2 +Eg ‘i,j,kfl/z) )

1/2 121 1/2 ~1/2
HO{|in—+1//2,j—1/2,|<—1/2:HO’|n ! +E(Ba‘n+/ —Bal" /)’

[ T n+1/2 n+1/2 n+1/2 n+1/2
Da |ijk = Da |ijk + c (HV|i,j+l/2,k - HV|i,j71/2.,k —Hg |i,j,k+l/2 +Hg |i,j,kfl/2)7

whereS= cAt/A¢ is the Courant stability number amds the speed of light in vacuum. For
brevity, from here on we omit space indexes on the right side of update equations that coincide
with those on the left side. With these and similar equations for other field components, we can
calculate the values di;, Hg, andDg at any time step, if their values and the valueggfare
known at the previous time step.

To update the electric field componefg (¢ = a,B,y) at the time stem+ 1, we need to

Table 1. Values ofd, specifying relative positions of componen¥s inside a four-
dimensional unit cell.

\4 dy do ds dy
Eq, Da, Pa 0 0 0 0
Eg, Dg, Pg -1/2 -1/2 0 0
E, D, P, -1/2 0 -1/2 0

Hqa, Ba -1/2 -1/2 -1/2 1)2
Hg, Bg 0 0 -1/2 1/2
Hy, By 0 -1/2 0 1/2

#133336 - $15.00 USD  Received 12 Aug 2010; revised 22 Sep 2010; accepted 22 Sep 2010; published 23 Sep 2010
(C) 2010 OSA 27 September 2010 / Vol. 18, No. 20 / OPTICS EXPRESS 21432



B® : Y
T T
k-1t------ S — —> ,_;» 777777 1 b------ —:» 77777 B -
v v Voo Voo v v
N S e Jpee S
I T LR R A
T R
A Vb oby
Yy By |

Fig. 2. Positions of electric field components in the FDTD grid. The values of components
Eg andEy at the nodd, j, k) are calculated by averaging their four values over the nodes
(i+1/2,j+1/2,k) and(i£1/2,j,k+1/2), respectively.

know the component®; andP; at the time steps+- 1 andn. According to Eq. (2), the update
equation takes the form

n+1 n 1 n+1 n n+1 n
Eg |i+d1,j+d2,k+dg =E[ + % (DE| —Dg|" — P[4 P ) ()
In turn, the material polarization can be calculated if the electric field inside the medium is
known. This polarization includes contributions from different physical phenomena, which may
be either isotropi¢i) or anisotropida), i.e.,

Prt) =5 P+ P@.
| a

The relations between the electric field and the induced polariza@@rsndP@ are available
either in the time or the frequency domain, depending on the specific models of the dielectric
response [40-42]. The frequency-domain relations can be transformed into the time domain
either by using the standard replacemient> —d/dt or by employing the higher-order Fourier
transforms. The resulting time-domain relations can be converted into the update equations for
material polarization using finite differences for the derivatives.

If the material response is isotropic, then theomponent of the polarization vector depends
only on theé component of the electric field, and we can write symbolically

(i) )n+1 _ () (p)
PE |i+d1,j+d2.,k+d3_f5 (PE

n

,Pg”|”*l,...,E5|”“,EE|”7EE|”*1,...), (4)

where fg(i> (...) denotes the functional dependence.

In the case of the anisotropic material response, the valﬁéabfs determined by all three

components of the electric field such that
’n P(a) n-1 '

(a) |n+1 (@ (p@
9| G S

1 1 1
i = ! Ea|™ BT E ™ ,Ea|“,EB|”...). (5)

This equation assumes that the material response is local and that the values of three compo-
nents of the electric field are to be taken at the same grid node as the polarization component.
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However, only the componerii; coincides in space Witﬁ’éa) (see Table 1); the other two
components of the electric field are defined at the adjacent nodes. It is common to calculate the
values of these two components at the positioﬁ’éﬁ} by averaging their values over the four

nearest nodes surroundiﬁg) [43-45]. For example, the componeiis andE, are projected

onto the position of the componelPﬁa) using the relations (see Fig. 2)

n 1 n n n n

Ep |ijk ~ 2 (EB ‘i—l/Z,j—l/Z,k +Ep }i71/27j+1/2,k +Ep |i+1/2,j+1/2,k +Ep |i+1/2,j—l/27k) )
1

n

n n n n
EV|ijk =12 (EV|i71/2.j,k—l/2 + EV|i71/2,j,k+1/2 + EV|i+1/2,j,k—1/2 + Ev|i+1/2,j,k+1/2) :

Equations (3)—(5) are solved iteratively for a fixed valueDofintil the desired accuracy is
achieved.

3. Optical phenomena in silicon waveguides

As we have seen, both the isotropic and anisotropic contributions of the optical response of a
dielectric medium can be easily handled with the FDTD scheme. However, its implementation
requires establishing a functional relation between the material polarization induced in a silicon
waveguide and the electric field of the propagating mode inside the waveguide.

A number of linear and nonlinear optical phenomena should be taken into account for ac-
curate modeling of silicon-based photonic devices. The major linear effects are dispersion,
absorption, and scattering losses. Linear absorption in silicon is isotropic and much stronger
than that in fibers; however, its effect on optical propagation is usually weak as opposed to
the impact from nonlinear losses. Similar to optical fibers, linear dispersion plays a signifi-
cant role in silicon waveguides when the spectrum of a propagating pulse is sufficiently broad.
Due to a high refractive-index contrast, the dispersive properties of a SOl waveguide depend
strongly on its geometry; this dependence leads to a relatively \eageguide dispersion. In
particular, large modal birefringende- 10~3) can arise in SOl waveguides with asymmet-
ric cross sections [46], even though the intrinsic optical anisotropy of silicon is relatively low
(~ 107°) [47, 48]. Modal birefringence and waveguide dispersion are automatically included
in the FDTD scheme when the linear optical response of silicon is characterized by a scalar
susceptibility,¥ Y (w).

If there is no inhomogeneous mechanical stress breaking the inversion symmetry of the crys-
tal field, the second-order electro-optic effect is absent in silicon [49-51]. In this paper, we only
consider silicon waveguides that are free from mechanical stresses and ignore all second-order
nonlinear effects.

The nonlinear interaction of an optical field with bound electrons of silicon atoms results
in the Kerr effect, two-photon absorption (TPA), and Raman scattering [52-54]. These effects
are of the third order with respect to the applied field. They have anisotropic character and are
described by two fourth-rank tensoﬁsﬁ/\“v and)”(EAw [49,53,55].

The process of TPA may generate a considerable number of free carriers, which absorb light
and reduce the effective refractive index of a silicon waveguide. In addition, TPA generates heat
and raises the waveguide temperature leading to an increase in the refractive index; this phe-
nomenon is referred to as the thermo-optic effect (TOE) in the literature [56-59]. The impact
of TOE on pulse propagation is typically much stronger than that due to free-carrier dispersion
(FCD) [56]. Free-carrier effects and TOE are isotropic, but strongly nonlinear; their strength
grows in proportion to the fifth power of the electric field and can be approximately described
by an intensity-dependent susceptibiligy,"(|E|*, w).
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X[100]

a

Fig. 3. Relative orientation of FDTDa, 3, y) and crystallographi€x, y, z) axes adopted
ig the paper. Fo = 7, the FDTD axes, 3, andy coincide, respectively, with thg10],

[110], and001] crystallographic directions. The inset shows the TM and TE polarizations
and an arbitrary linear polarization determined by the aggle

With the preceding nonlinear processes in mind, the polariz&ion w) induced inside a
silicon waveguide by the electric fielgk (r, w) can be represented in the form [49, 53]

Be (1, ) = g0 Y (w)Ex (1, w)
Foo +oo
& . ~
+ﬁ S /dwl/dwzxﬁ’w(w;an,aa,a@)EA(an)Eu(aa)Ev(aa)
ARV o

+e0X (E[*, w)Ek(r, ), (6)

Where)?’(j'\)w = )”(S)\W +)~(§Auv, w3 = w— wy — wy, and we used the following convention for

the Fourier transform:
400 L ‘oo
V(@) =FV ()] = /V(t)é“’tdh V) =F NV (w)] = o /\7(w) e g,

Equation (6) is written in the FDTD coordinate system, whose axes do not generally coincide
with the crystallographic axes of the waveguide (see Fig. 3). Therefore before using this equa-
tion, it is necessary to transform the third-order susceptibility tensor from the crystallographic
coordinategx, y, andz) into the FDTD coordinate&, 3, andy). The general transformation
for a fourth-rank tensor is given by [60]:

XS = > aud) B @ou X )
kImn

where the Latin indices denote the crystallographic axesaasithe transformation matrix.

It is convenient to choose the FDTD axes along the edges of the silicon waveguide. Without
loss of generality, we select tlieaxis along the waveguide length and take the other two axes
to form a right-handed coordinate system. Since silicon waveguides are often fabricated on the
(001) plane, we assume that th@xis coincides with the [001] direction (see Fig. 3). In this
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case, the FDTD axes andf are obtained by rotating the crystallographic axesdy about
thez axis. If the rotation angle i§ and the rotation is performed as shown in Fig. 3, then the
transformation matrix is of the form

cosd -—sind 0
a=| sind cosd O |. (8)
0 0 1

As an exampleg = 11/4 corresponds to the widely used waveguides fabricated alorjfjtbé
direction [53, 61].

3.1. Linear absorption and linear dispersion

Linear optical properties of silicon waveguide are described by the complex-valued dielectric
function
E(w) =& (w)+i8"(w) = 1+ {Y (w).

The real part of this function accounts for dispersion of the linear refractive inex ~
/& (w), while the imaginary part is responsible for linear los§é¢w) ~ cnpay / (2w), where

ai is the linear-loss coefficient amg = n(wy) is the refractive index at the absolute maximum
of the input field spectrum located at frequerntay. In practice,a| includes scattering losses
occurring at waveguide interfaces.

Dispersion of the refractive index has been measured for silicon crystals over a broad spectral
range. The experimental data is often approximated with an appropriately chosen analytical
formula. One of the simplest formulae fof(w) is given by the 2s-pole Sellmeier equation
[62—64]

fw)=1+3 24
n“(w) =1+
e

wherea; andw; are the fitting parameters. In Section 5, we use this equation in the specific case
s=2 witha; = 9.733,a, = 0.936, w; = 103249 THz, andw, = 81728 THz. These values
provide an accurate fit of the refractive-index data for silicon in the wavelength range from 1.2
to 2 um [65].

3.2. The Kerr effect and two-photon absorption

At high optical intensities, electrons residing at the outer shells of silicon atoms start moving
anharmonically. This leads to an increasefny_ of the refractive index in proportion to the
local intensityl of light. This phenomena, referred to as the Kerr effect, is characterized by
the nonlinear coefficienty; = Anyy /I ~ 6 x 10°° cn12/GW. The Kerr effect is responsible for
self-phase modulation (SPM), soliton formation, supercontinuum generation, and modulation
instability, among other things [12, 64, 66, 67].

In the telecommunication band around 1/5%, energy of infrared photor{gbout 0.8 eV)
exceeds one half of the indirect band gap in sili¢dr56 eV) As a result, silicon exhibits two-
photon absorption (TPA) accompanied with the emission of transverse optical (TO) phonons
[68,69] and generation of free carriers. Despite the fact that TPA is a nonlinear-loss mechanism
and is undesirable in majority of photonic devises, it has been successfully employed to create
ultrafast optical modulators and switches [25-27, 33].

The general form of the susceptibiliﬁf/\w(w;wl,wz,wg,) required to calculate the elec-
tronic part of the nonlinear polarization, caused by an optical beam with an arbitrary spectrum,
is not known. Fortunately, the response time of bound electrons is comparable to the duration
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of an optical cycle and can be considered to be negligible for a relatively narrow field spec-
trum [49, 55]. In this case, dispersion of the electronic susceptibility can be ignored, and the
Kleinman’s symmetry can be used to factorize the third-order susceptibility as [49]

)?E)\uv(w; W, (W, 0)3,) ~ Xgaaa(w) gK)\uw

where X§qq (W) = & — Nrea/(iw), & = gn3crp, and Nrpa = 3€0¢?N3Prpa. The real and
imaginary parts of(§ 4o (@) represent the Kerr effect and TPA, respectively. All anisotropic
effects are included through the anisotropy ter§ar,, -

In the crystallographic coordinate system, the anisotropy tefigay has the following well-
known form [49, 53]:

Siamn= (P/3) (A Omn+ &mAn + &ndm) + (1 — P) &1 Ammn,

wheredy is the Kronecker delta function and the real numperharacterizes anisotropy of

the electronic susceptibilityp ~ 1.27 nearA = 1.55 um). Transformingéimn according to

Egs. (7) and (8), we obtain the following nonzero elements of the anisotropy tensor in the
FDTD coordinates:

Saaaa = Epppp =1+ A9, Epyy=1,
gaaaﬁ = éaoraBa = gaﬁaa = éaBorora =By,
Spppa = Eppap = Spapp = Sappp = —Bs,
Saapp = Suppa = EBaa = Eapap = Bapa = SBaap = P/3—As,
éaaayy = é[)ayya = é()yyoror = éoayay = éayorya = gyaay = p/37
Eppyy = EByyB = Sy = EByBy = SyBys = Syppy = P/3,
whereAy = 3(p —1)sir?(29) andBy = (p — 1)sin(49).

Using the preceding results and Eq. (6), we obtain the Kerr-induced material polarization in
the time domain in the form

PKK(r7 t) = &pé&2 z éaKA[JV E)\ (r7 t)E“(I’7 t)EV(r7 t) = 508235(“ t)EK(r7 t), (9)
AuUv

where the auxiliary functionS{ are given by

S = (1+As)EZ + (0 —3A9)Ej + pEJ + 3By EqEg — By Ej /Ea, (10a)
S5 = (1+As)E5 + (p—3A9 )EZ + pE; — 3By EqEg + By ES /Ep, (10b)
S§ = pE; +pE; +E}. (10c)

In the approximation of instantaneous electronic response, the anisotropy of TPA is identical
to that of the Kerr effect. Owing to this fact, the TPA-induced polarization can be written similar
to Eq. (9),

PIPA(r, w) = — t’:‘oniTiaF;A]F [SE(r, OEK(r, )] . a1

In Section 4, we convert this equation into the time domain and use it together with Eqgs. (9)
and (10) to incorporate the Kerr effect and TPA into the FDTD model.
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3.3.  Raman scattering

If an intense optical field at frequenay, propagates through a silicon waveguide, it generates
another two fields at frequencies, + Qg through a phenomenon known as the spontaneous
Raman scattering [55,70]. These fields are induced by the spontaneous emission and absorption
of optical phonons of frequen&yr, the so-called Raman shift. The process of Raman scattering

is substantially intensified (stimulated) if a second optical field of frequescy wp — Qr is
launched into the waveguide. In this case, one says that the energy is transferred between the
fields via the process of stimulated Raman scattering (SRS) [53-55].

In silicon, Raman scattering is produced by optical phonons near the Brillouin zone cen-
ter [71]. The three phonon modes (almost dispersionless) have the same energy of about
65 meV. This energy determines the population of the phonon modes and relative intensities of
red-shifted (Stokes) and blue-shifted (anti-Stokes) lines in the optical spectrum. At room tem-
perature (T~ 25 meV), the Stokes line is nearly 13.5 times stronger than the anti-Stokes line.
Even though the processes of Stokes and anti-Stokes scattering substantially differ in strength,
itis important for the accuracy of numerical data that both are easily accounted for in the FDTD
scheme.

The dispersion of Raman scattering is adequately described by treating silicon cores as classi-
cal oscillators [49,54]. With this model, one can write the Raman susceptibility in the form [53]

~ 1.~ ~
KX (@01, @2, 03) = 5 [F (001 + @2) Zrca v + H (@2 + @3) Rrvpn ] (12)
where the dimensionless tens@y, ,, describes the anisotropy of the Raman scattering and
the functionH (w) represents the Raman gain profile,
__ 2¢RORMR

Q% —2lwlNR— wW?’

H(w) (13)
Here,ér = ZsonoczgR(w)/w, gr(w) is the Raman gain coefficie®g = 15.6 THz, and 2Ir =
100 GHz is the gain bandwidth [72]. The ratip(w)/w is almost independent ab since
gr(w) O w [53]. In the 1.55pm region, the values ajr reported by different experimental
groups lie in the range from 4.3 to 76 cm/GW [73]. The fact that these values are more than
450 and 7500 times larger than the Raman gain coefficient in optical fibedD{~em/GW),
enables net gain from SRS even in the presence of strong nonlinear absorption [21, 74, 75].

In the crystallographic coordinate system, the anisotropy tensor for silicon has the form

%klmn = @mdn + dmdm - 2(5><Idm5mn-

This expression shows, for example, that the Raman scattering does not occur between two
optical beams polarized along the same crystallographic(a&ig;; = dj + &;j — 2&; = 0).
Therefore, if a single pulse polarized along any principal axis propagates through a silicon
waveguide, the SRS-induced redistribution of energy within the pulse bandwidth does not oc-
cur.

As before, we transforn#ymn into the FDTD coordinate system using Egs. (7) and (8). Itis
easy to see that the 24 nonzero elements of the anisotropy tensor are given by

Raaaa = XZpppp = —Faapp = —%#ppaa =Cs,
Raaap = Zaapa = Zapaa = —Zappp = Dy,
%pppa = #ppap = #papp = ~#paaa = —Dy,
Hapap = Zpapa = Zappa = Zpaap =1—Cs,
Hayay = Hyaya = Hayya = Hyaay = Apypy = Aypyp = Xpyyp = Xyppy = 1,
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whereCy = sir?(29) andDy = 3 sin(49).
Using Eq. (12) and introducing a new functibirft) = F~1[H (w)], we arrive at the following
time-domain expression for the Raman susceptibility:
1 +00 +00 +00
XE}\uv(tl7t27t3) = W /d(‘l}l/daé/ daBXE)\uv(w;Ma@a%)eil(ahtfrwﬂfrwsg)

= % [5(t1 - t2)5(t3)%m\uv +5(t1)0(t2 — t3)‘%KV[JA:| H(t2).

With this result, the Raman-induced material polarization can be written in the following form
suitable for the FDTD implementation:

t t

t
PR =0y [y [ dta [ dhax(t—tat —tot —to)E (1 t)Bulr, )BT, o)
AlJvfoo —o0 —00

t
=& Y FowEr(t) [ HE-tE(WE () di =80y Z5H (OB (D), (14)
Apv o A

where
t
=0 = [HiE-t) S t)du,

fo =~y = Cs(E2—E3) +2D9EaEp, =0,
sﬁﬁzsl?a=Ds(E§—E§>+2(1—C9)E“EB’
S?V:$K:2EKEW (k=a.p).

3.4. Free-carrier and thermo-optic effects

At high optical powers, TPA produces a large number of free electrons and holes, which give
rise to another optical-loss mechanism known as free-carrier absorption (FCA). Besides, free
carriers reduce the effective refractive index of silicon waveguides; this effect is referred to

as free-carrier dispersion (FCD). The strengths of FCD and FCA depend on the free-carrier
densityN and are proportional to the real and imaginary parts of the susceptibility as

$FC(w) = nonec(N) — ;_—mAaFC(N),
%)
whereAngc(N) and Aaec(N) stand, respectively, for the free-carrier-induced change in the
refractive index and for the loss coefficient. We assume that carriers are neither injected into
the waveguide nor moved out of it, and the densities of electrons and holes are equal. In this
case, it is common to use the following empirical formulas [53]:

Angc(N) = —Z (e /an)®N,  Aarc(N) = 0w /wp)®N,
w =2mc/(155um), {=53x102"md, 0=145x10 2t m?
The evolution of free-carrier density is governed by the interplay between two processes: car-

rier generation via TPA and carrier recombination through all possible nonradiative channels.
These processes are described by the rate equation

0N(I’,t) N(I’,t) n Brea 12
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wherety is the free-carrier lifetime anklr, t) = Jceono|E(r, t)|? is the optical intensity.

Since silicon is nondirect gap semiconductor, TPA is accompanied by the emission of
phonons. In addition, phonons are emitted during the electron-hole recombination. As a result
of these two processes, the temperature and refractive index of a silicon waveguide increase. In
silicon, the effect of thermal changes in the refractive index—the thermo-optic effect (TOE)—is
much stronger than FCD [56]. This is a consequence of the large value of thermo-optic coeffi-
cientk = 1.86x 10~* K~1, which relates the nonlinear change in the refractive index to device
temperature. The fact that all energy dissipated through TPA is eventually converted to heat,
allows one to account for TOE by reducing FCD coefficiérty the amount

ZﬁwK9<w0)2
Cep \ /)’

where8 ~ 1 us is the thermal dissipation tim€,~ 0.7 J/(gxK) is the thermal capacity, and
p = 2.3 g/cn? is the density of silicon. Generally, both FCD and TOE should be included in
the FDTD simulator because both effects are crucial for phase-sensitive problems.

{toE=

4. Update equations for the electric field in silicon waveguides

The general FDTD scheme discussed in Section 2 will now be applied to silicon by employing
the various susceptibilities specified in the preceding section. This involves discretization of
the second constitutive relation in Eq. (2) and derivation of algebraic equations for updating the
electric field components.

4.1. Three-dimensional implementation

We start by considering the general situation in which dimensions of the silicon waveguide
and the polarization state of the input field are arbitrary. In this case, all six components of the
electromagnetic field should be accounted for in the FDTD scheme. In the frequency domain,
the electric field is related to the material polarization of the silicon waveguide as

Ex(r, ) = (1/20) [D(w) ~ B () — B (w) — Pi(w)]

~ Crp oL +A0Fc ~
1+ TTPA 1S (1 1) By (1, 1)] — nodnecBy () + R I TRAFCE (4.
W iw 2
wherek = a, 3, andy. Multiplying both sides of this equation bw and using Egs. (9) and
(14), the standard replacement of the factow with the finite-difference operator in the time

domain yields:

EK‘an EK|I’1 B DK|n+1* DK’n - P}|<_D|n+17 P’|<_D|n . Sﬁ’n+lEK|n+1*S§’nEK|n
At - ot oMt 2 At
1 1 — 1 1 -
+n K" BB IR -RE)
TPA > ; At
1 1 1
n+1/2EK|n+ 7EK‘n+EK|n+ JFEK‘nAnFc‘n+ —Angc|"
At 2 At
1/2 - ntl n
GL+AGF(;’n+ EK’ JrEK|
—C 16
No 5 3 , (16)
where,for compactness, we have omitted the space subsgriptds, j + do,k+ d3) because
they are common to all functions. We continue to use this notational simplification in what
follows.

— N (AnFC‘
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To incorporate linear dispersion into the preceding equation, we calculate the vage of
at the time stem+ 1, by independently updating isscomponents that correspond to different
terms in the Sellmeier equation, i.e.,

[%2]

P}(‘D|n+l _ P}|{_}3|n+1'
1

]

Conversion into the time domain of the equation for fiie component,(w? — w?) FNJKL]-D =
£08) W Ex, gives us the differential equation

aZPLD
Kj 20D _ o o 2
o2 + PKJ- = £08ajW; Ex.
This equation is readily discretized with the central difference scheme to obtain
4 n n—-1 zsztz n
pontt_ T plDin_pld I gaiE" 17
K 2+ w2 KK 2+ w?hz ") d an

In a similar fashion, we use Eq. (13) to find that the evolution of nine auxiliary varia@/@s
in Eqg. (14) is governed by the differential equation

92=R o=}
A oM oKL 1 O2ZR, — 2T RORERS)

whose discretized version takes the form

Rl _ 4 R ’n_Z—ZFRAt+Q§At2:R N1
KA 24 2MRAt + QA2 TKAL 24 oM AL 4 QA2 TKA
ATRQRAL? n
. (18
2+2rRAt+Q§At2'ERSEA’ (18)

The relations between the functio@,\ and the electric field components are given in Sec-
tion 3.3.

Since Eq. (15) is the first-order differential equation, the functibasc(N) and Angc(N)
are defined at the non-integer time steps. The carrier density at the timms%panbe found
using its value at the time step- % andthe stored componenks;. The updated values of the
functionsAarc andAngc are thus calculated using the equation

nt1/2 _ 2Tc—At |n—1/2 TAt  &nTea

2
N —— N .
‘ 21+ At 2hay

2N 21N 21N
= e A (Ea\ +E3|"+EZ ) (19)

For stability and accuracy of the FDTD simulations, time gieghould be much less than
the duration of a single optical cycle. Therefore, we can simplify the algorithm in Eq. (16) with
the approximation

AnFC|n+1 *AnFC|n ~ AnFC|n+l/2 *AﬂFC‘nil/z,
without noticeably affecting the FDTD results. Rearranging the terms in Eq. (16), we finally
arrive at the following coupled update equations for the electric field components:

DwL|n+l_DEL‘n_ —R n+lEV‘n+l_EEv n V’n

1 By =KV
)
CY Y 7

EK| —%EKP-F

(20)
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whereDN- = D, — PLP and

nHL241/2 ( n+1/241/2

@%:1+EEK| Sg:tr]TpAAt/Z)Sﬂ

+ng % (GL +Aa|:c|n+1/2> + % [(1:t 2)An|:c|n+l/2 — An|:0|n_1/2} .
Notice that each of the auxiliary functio§§ depends polynomially on all three components

of the electric field through Eq. (10). For this reason, Eq. (20) cannot be solved analytically for

the unknown componerti |"** (k = a,3,y). Rather, values of the functiof%P, =F) , and

N are updated using Egs. (17)—(19) and the electric field components calculated at the previous

time step. With these values, Eq. (20) is then solved iteratively to update the electric field.

4.2. A simplified FDTD model for silicon waveguides

Tight confinement of optical mode inside SOI waveguides results in strong variations of the
magnetic field over the mode profile. If the incident beam is polarized perpendicular to the
waveguide axisx, such variations generate a relatively large longitudinal compoBgruf

the electric field as an optical beam propagates through the waveguide [35, 76]. GeRgrally,
cannot be ignored even in a single-mode waveguide for which spatial variations of the magnetic
field are relatively weak. The reason for this is the SRS-induced coupling between the electric
field components, which is expressed by the sum in Eq. (20).

However, the buildup of the longitudinal electric field in the vicinity of the mode center can
be ignored when the spectrum of the incident pulse is much narrower than the Raman shift of
15.6 THz. This condition is satisfied for optical pulses of widtht00 fs. For shorter pulses, the
adopted models of the Kerr effect and TPA may need be modified to allow for a finite response
time of the bound electrons. Indeed, as can be seen from Eq. (14), the Raman polaPition
not produced by the transverse componé&pendE, when the waveguide is fabricated along
the crystallographic direction determined by the arftjle- 7 j, wherej =0,1,2,3 (see Fig. 3),
resulting inDy; = 0.

In this section we consider a one-dimensional FDTD domain in which the transverse spatial
distributions of the TE and TM modes are ignored, and Maxwell's equations are solved only
along the waveguide length (the axa3. It amounts to assuming that the incident field is po-
larized in theB—y plane and the silicon waveguide is fabricated along one of the diredfions
Further, the waveguide dimensions are assumed to be large enough that the axial field compo-
nents remain small all along the waveguide length, i.e., the optical field preserves its transverse
nature along the mode center. The effects of waveguide dimensions are then included only
through the effective mode inden and the effective mode area. In practice, the results of such
a simplified FDTD model should be applicable for square-shape waveguides with dimensions
larger than the optical wavelength inside siliq@ryno).

With these limitations in mind, the update equation (20) can be simplified considerably near
the mode center and takes the form

DwL‘nJrl_ DEL}n - —R n+1EV’n+1 —R |nEv‘n

—KV ~ —KV

0Bk By ’

EK|n+l: %EK|n+

(21)

wherek = 3 or y, v # Kk, and the functionsg; should be used witk, = 0. These equations

show that the preceding two assumptions simplify the general three-dimensional FDTD model
substantially and reduce it to a pair of one-dimensional FDTD models [37, 43]. These two
one-dimensional models describe propagation ofhmolarized andy-polarized transverse
electromagnetic modes, which are coupled through the Kerr effect, TPA, and SRS. Free-carrier
effects do not couple Egs. (21), as they depend on the electric field at the previous time steps,
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Fig. 4. Three one-dimensional Yee cells corresponding to the simplified FDTD model. The
electricand magnetic fields along the propagation directicare ignored.

nandn— 1. The one-dimensional nature of the coupled FDTD models is also evident by their
Yee cells shown in Fig. 4.

Itis important to keep in mind that the reduced implementation of the FDTD scheme cannot
be used to analyze anisotropy stemming from the asymmetry of the waveguide cross section
(e.g., modal birefringence, FCA-induced polarization rotation, etc. [35]). However, it allows
one to examine the effects of intrinsic anisotropy of silicon nonlinearities without too much
computational effort. Since the maximum intensity is achieved at the center of a single-mode
waveguide, the one-dimensional implementation also allows one to estimate the strongest im-
pact of nonlinear optical phenomena on the field propagation.

5. Numerical examples and discussion

The FDTD algorithm developed here allows one to simulate the propagation of a short optical
pulse through a silicon waveguide under quite general conditions. In this section we use the
simplified FDTD algorithm to analyze polarization-dependent optical phenomena in silicon
waveguides. We consider propagation of optical pulses through waveguides fabricated along
the[110]direction on thg001)surface(d = r1/4). We include all nonlinear effects but neglect
thermal effects. In the case of XPM, we assume that the two pulses at different wavelengths
are launched at the same end of the waveguide. The parameter values are chosep o be:
1.72x 107 m?/V?, Brpa = 0.9 cm/GW,np = 3.17, anda. = 1 dB/cm.

5.1. Input-output characteristics

It is well known that the output power in silicon waveguides saturates with incident power, due
to the nonlinear absorption resulting from TPA and FCA [52,77,78]. For relatively short optical
pulses, TPA dominates FCA, and the output intensity exhibits dependence on input polariza-
tion. Figure 5 shows the input—output characteristics for three silicon waveguides, pumped by
Gaussian pulses with a full width at half maximum (FWHM) of 1.4 ps polarized along the TE
and TM directions, by plotting the output peak intensity as a function of the input peak inten-
sity. It can be seen that the output intensity is higher for TM pulses because TPA is larger for
the TE mode than for the TM mode by a factor%QtLJr p) =~ 1.14. More generally, Egs. (10b)

and (10c) show that the anisotropy of TPA depends on the waveguide orientation specified
by the angled as 1+ 3(p — 1)sin?(28). Since the effects of TPA and FCA accumulate with
propagation, the peak output intensity is lower in longer waveguides.
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Fig. 5. Input—output characteristics for 100-, 200-, and p@@®ong silicon waveguides
pumped by TM- and TE-polarized, 1.4-ps Gaussian pulses. Other parameter values are
given in the text.

5.2. Nonlinear polarization rotation

Aside from different rates of TPA, TE and TM modes in silicon waveguides exhibit different
nonlinear phase shifts imposed by SPM and XPM. Both the TPA and XPM modify the state
of polarization (SOP) of a sufficiently strong optical field [35]. The efficiency of the nonlinear
polarization rotation can be characterized by the transmittance of a linearly polarized input
pulse through the analyzer that blocks the pulse for low input intensities [36]. Figure 6 shows
such a transmittance as a function of the input polarization ahfe a 1.4-ps Gaussian pulse;
¢ =0 and¢ = /2 correspond to TE and TM modes, respectively (see Fig. 3). We define
the transmittance as a ratio of the energy flix;’ | (t)dt at the output and input ends of the
waveguide.

One can see from Fig. 6 that the pulse preserves its initial SOP not only when it propagates as
either a pure TE or TM mode but also when the input SOP corresporgsdan (1/\/2) ~
35°. Interestingly, the value apg does not depend on the material parameters or pulse charac-
teristics. For an arbitrary fabrication directiéh it can be found by noting that conservation

2.5 T T T T T T T T T T T T T T T T
lo (GW/cm?) @ 1.54 L (mm) ®) .
2.0 50 — 0.2
S —— 200 — 03
® 15] —— 400 1 — 04
S 15 104 o5
8
£ 1.0; |
g L=0.5mm 05] lo=400 GW/cm®
F 05. lo y
0.0 T T T T T T T T 0.0 T T T T T T T T
0O 10 20 30 40 50 60 70 80 90 0O 10 20 30 40 50 60 70 80 90
Input polarization angle, ¢ (deg.) Input polarization angle, ¢ (deg.)

Fig. 6. Efficiency of SPM-induced polarization rotation for different inB@Ps of a 1.4-ps
Gaussian pulse. The output polarizer is perpendicular to the input polarization state of the
pulse. We choosg; = 0.8 ns; other parameters are given in the text.
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Fig. 7. Poincae-sphererepresentation of SOP variations along a 1.4-ps Gaussian pulse at
the output of a 0.5-mm-long silicon waveguide. Numbers near the traces staring from the
equator showp values for the input SOPs (see Fig. ) ~ 35°. Traces starting from

the poles correspond to circularly polarized input pulses. Hgre,400 GW/cn?; other
parameters are the same as in Fig. 6(a).

of SOP requiresg = S‘§ at any point along the waveguide. Using Eqgs. (10b) and (10c), this

condition yields
po=tan ty/1— %sin2(279). (22)

Thus,$o reaches its maximum value of'4 when the waveguide is fabricated along the princi-
pal axis[100]or [010] The relative nonlinear phase shift between the TE and TM polarization
components increases monotonically with input pulse intergignd waveguide length.
However, due to nonlinear losses, there are optimal valugsaosfdL that maximize the pulse
transmittance [36].

5.3. Polarization variations along the pulse

Since the processes of SPM and TPA depend on optical intensity, different parts of a pulse
exhibit different polarization changes. It is useful to plot variations of the SOP along the output
pulse on the Poincéarsphere. The instantaneous SOP of the pulse can be characterized by the
polarization ellipse inscribed by the tip of the electric field vector [79]. The time evolution
of SOP at the waveguide output is then represented by a closed trace on the&sphee.
Figure 7 shows how SOP changes for the most intense pulse in Fig. 6(a). Each trajectory on
the Poincak sphere starting from the equator corresponds to a specific linear SOP of the input
pulse. Consider a pulse with = 11/10 portrayed by the trace AB. As intensity builds along
the leading edge of the pulse, anisotropic nonlinear effects come into force and start increasing
the ellipticity and azimuth of the instantaneous SOP (ar¢)Affter the ellipticity and azimuth
peak at the pulse center with maximum intensity (point B), the efficiencies of the TPA and SPM
processes start to decrease (aré)B&nd the SOP returns to the initial linear SOP at the trailing
edge of the pulse (point A).

It is interesting to note that the arcs AB\and BBA on the Poinca sphere nearly coincide.
A detailed analysis shows that this feature reflects the fact that pulse polarization predomi-
nantly changes in response to cross-intensity modulation of the TM and TE modes caused by
the degenerate four-wave mixing (FWM), rather than by the SPM-induced relative phase shift
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between the two modes. The relative nonlinear phase shift between the two polarization com-
ponentss negligible for picosecond pulses in waveguides shorter than 1 mm, but it becomes
important in the quasi-CW regimes or for longer waveguides.

Visualization of the SOP on the Poinéasphere also reveals the significance of polarization
anglego in Eq. (22). Whenp < ¢o, the intensity of the TE mode builds up more slowly than
the intensity of the TM mode at the leading edge of the output pulse owing to cross-intensity
modulation; this results in the development of the right-handed elliptic polarization. In con-
trast, whenp > ¢o, energy transfer between the two polarization components results in steeper
growth of the TM mode and in the development of the left-handed elliptic polarization. The
TM and TE modes excited by an optical pulse whose linear SOP is characterized by the angle
¢o do not exhibit degenerate FWM and, therefore, do not interchange any energy.

5.4. Nonlinear switching through polarization changes

Nonlinear polarization rotation (NPR) in silicon waveguides can be used for optical switch-
ing [34, 36]. Switching of a linearly polarized CW signal is realized by launching an intense
pump into the waveguide, which changes the SOP of the CW signal and results in its partial
transmittance through the output polarizer (called the analyzer). If the signal is in the form of a
pulse, its intensity must be small enough to avoid nonlinear effects in the absence of the pump.
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~ 801 1 80
e\o/
(9}
S 60 1 601
] @ pump —— TE pump
= a -
£ 404 — TE 1 40 TM pump
8 — ™
20 — TETM 1 20
I,o= 100 GW/cm®
0 T T ; T T 0 T T T T
0 15 30 45 60 75 90 0.0 0.1 0.2 0.3 0.4 0.5
Polarization of input signal, ¢ (deg.) Waveguide length, L (mm)
100 . . . 1.0 . . e . .
© (d) AN L (mm)
0.8 TEPump \ —— 01 |
/ Y\ — 02

—— 04 |

o
o
!

Transmittance (%)
I
P

Polarizer output (GW/cm?)

0.2
I,o= 100 GW/cm®
! T r r 0.0 ; : . . —=
0 50 100 150 200 -1.0 -05 0.0 0.5 1.0
TE pump peak intensity, I, (GW/cmz) Time, T/T,

Fig. 8. Switching efficiency of a CW beam for a 350-fs Gaussian pump @asdsefunc-

tion of (a) input polarization angl¢ of the CW beam, (b) waveguide length and (c)
pump’s peak intensitypo. Panel (d) shows switching windows for three different waveg-
uide lengths; dashed curve shows the Gaussian pulse that is used in the definition of trans-
mittance. In panels (b)—(d}y = /4. In all panels input CW intensity is 1 GW/é&and

7c = 0.8 ns; other parameters are given in the text.
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Otherwise, different parts of the signal experience different amounts of NPR, and the signal
cannotbe completely blocked by the analyzer. This restriction on signal intensity can, however,
be lifted, if the signal is in the form of a CW beam.

To analyze the switching scenario in detail, we consider switching of a 200-THz CW beam
(wavelength 1.5um) by 350-fs Gaussian pulses whose spectrum peaks at 210 THz. The in-
tensity of the CW beam is assumed to be 1 GW7@m that it produces almost no nonlinear
effects. Figures 8(a)—8(c) show the analyzer transmittance or switching efficiency defined as the
ratio of the output signal energy (per unit area near the mode center) to the energy of a 350-fs
Gaussian pulse with a peak intensity of 1 GW /cifihe analyzer is aligned perpendicular to
the linear SOP of the input CW beam, since modal birefringence is absent and signal intensity
is too low to cause significant NPR in the absence of the pump. It is evident that switching effi-
ciency depends strongly on polarizations of the pump and signal. For example, when the pump
excites either the TE or TM mode, the maximum switching efficiency is achieved for the signal
that excites both of them equally (i.e., fpr= 11/4); if the pump is initially polarized along the
direction¢ = /4 (TE-TM case), maximum transmittance occursdioe 0 and¢ = 711/2 [see
Fig. 8(a)].

Large values of signal transmittance in Fig. 8 are a consequence of using subpicosecond
pump pulses and short waveguides. For a given free-carrier lifetime, the transmittance can be
maximized by varying the waveguide lendtrand the pump intensitly [36]. The existence
of optimal values folL andly is evidenced by the maxima seen in Figs. 8(b) and 8(c). Signal
profiles at the output of 0.1-, 0.2-, and 0.4-mm-long waveguides are shown in Fig. 8(d). It is
seen that the signal is similar in shape to the pump (although slightly asymmetric) in the case
of short waveguides. The asymmetry is produced by FCA, which predominantly attenuates the
trailing edge of the pump pulse and reduces the NPR that it causes. In longer waveguides, the
signal profile changes dramatically. For example, the profile exhibits a local minimum near the
point where the pump intensity peaks foe= 0.4 mm. This minimum in signal transmittance
is due to excessive NPR leading to partial restoration of the initial signal SOP.

5.5. Polarization dependence of Raman amplification

As a final example, we use our FDTD simulator to illustrate how the SOPs of two pulses,
separated in their carrier frequencies by the Raman shift, affect the efficiency of the SRS process
that is responsible for Raman amplification. Both the signal and pump pulses are assumed to
be 1.4-ps Gaussian pulses with peak intensities of 1 and 100 Gi\Wespectively. Figure 9
shows the evolution of the peak intensity of the signal pulse along the waveguide length for
different SOPs of the input pulses. As can be seen there, no SRS occurs, if both the pump and
signal pulses propagate in the form of TM modes, a well-known result for silicon waveguides
fabricated along thél10]direction [53, 54, 75].

The different evolutions of the signal peak intensity along the waveguide length for three
other polarization combinations (the blue, green, and red curves) are due to the anisotropy of
the TPA and SRS phenomena. The Raman amplification is considerably stronger when the
pump and signal are launched with orthogonal SOPs, a result that does not appear to have been
fully appreciated in the literature on silicon Raman amplifiers. It should also be noted that the
reduction of peak signal intensity with increasing waveguide length is caused not only by the
cumulative nature of FCA, but also by FWM and CARS [19, 63]. Calculation of the output
signal intensity for other possible polarizations of the pump and signal is required to optimize
the performance of silicon Raman amplifiers.
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Fig. 9. Peak intensity of TM- and TE-polarized signals amplified via SRS by aiw+
TE-polarized pumps. Both input signal and input pump are assumed to be 1.4-ps Gaussian
pulses with peak intensities of 1 and 100 GW femrespectively; carrier frequencies are

200 and 215.6 THzZr = 76 cm/GW, other parameters are given in the text.

6. Conclusions

We have presented a comprehensive three-dimensional FDTD model for studying nonlinear op-
tical phenomena in silicon waveguides, which allows—for the first time to our knowledge—for
anisotropy of the Kerr effect, two-photon absorption, and stimulated Raman scattering. Based
on our model, we developed a computationally efficient FDTD algorithm suitable for simulating
polarization-dependent propagation of optical pulses through silicon waveguides. We applied
this algorithm to examine several polarization effects that are most favorable for applications.
In particular, we demonstrated that the developed algorithm can be used for the optimization of
Kerr shutters and silicon Raman amplifiers. Wherever possible, we compared our findings with
available experimental data and theoretical results obtained within the framework of the slowly
varying envelope approximation. The comparison revealed a high accuracy of our FDTD sim-
ulator within its applicability domain. Owing to its generality in handling complex waveguide
geometries and short optical pulses, our FDTD simulator is very useful for testing the suitabil-
ity of anisotropic nonlinearities for different silicon-based photonic devices. Also, we envision
using it as a testing vehicle for nonlinear differential equations that describe specific anisotropic
phenomena in silicon waveguides.
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