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Rate-equation approach for frequency-modulation
mode locking using the moment method
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A semianalytic approach based on the moment method is used for investigating pulse evolution in mode-locked
lasers in which intracavity dispersive and nonlinear effects play a significant role. Its application to an FM
mode-locked laser allows us to perform fast parametric studies while predicting the important pulse param-
eters. When third-order dispersive effects are negligible, a fully analytic treatment is developed that predicts
how cavity parameters affect the final steady state. Our analytic approach also allows us to predict relaxation-
oscillation behavior as the pulse approaches its steady state. We use this technique to investigate novel aspects
specific to FM mode-locked lasers such as stability of and switching between the multiple steady-state solu-
tions. All results obtained are in excellent agreement with numerical simulations. © 2005 Optical Society of
America

OCIS codes: 140.3430, 140.4050, 140.3510.
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. INTRODUCTION
ince closed-form solutions do not exist for the pulses pro-
uced by most mode-locked lasers, numerical simulations
re essential and therefore frequently used. However, nu-
erical investigations can require substantial computa-

ion time, especially in the presence of dispersive and
onlinear effects. In view of this limitation, parametric
tudies are not convenient in assisting experimentalists
n the optimization of mode-locked lasers. In our study, we
eek to overcome this limitation by using the moment
ethod1 in conjunction with the master equation govern-

ng the mode-locking phenomenon. This approach reduces
he underlying partial differential equation into a few
oupled algebraic equations. Since these equations can be
olved rapidly, they allow parametric studies to be per-
ormed without the issues relating to computation time or
omplexity that plague rigorous numerical simulations.
his technique should be attractive to experimentalists
orking in the field, since it provides immediate informa-

ion on how to best optimize a particular laser. It also pro-
ides an alternate framework in which to view the opera-
ion of a mode-locked laser.

Although our approach is general and may be applied
o any type of mode-locking mechanism, we chose to focus
n FM mode locking. FM mode locking was first demon-
trated by Harris and Targ in 1964,2 making it the second
ldest mode-locking technique. Yet no analytic theory ca-
able of adequately predicting pulse parameters exists for
hese lasers when both dispersion and nonlinearity are
resent. This shortcoming has become particularly appar-
nt following the first realization of an FM mode-locked
ber laser in 1988.3

The time-domain description of AM and FM mode lock-
ng was developed in 1970.4 Although the results from
hat research are still of great use, it was not until 1986
hat the effects of dispersion and nonlinearity were con-
idered in an AM mode-locked laser.5 This same problem
0740-3224/05/122570-11/$15.00 © 2
as addressed using soliton perturbation theory almost a
ecade later.6 In 2000, another investigation of AM mode
ocking presented an analytic approach,7 yet both finite
ain bandwidth and third-order dispersion (TOD) were ig-
ored. Although these efforts focused only on AM mode

ocking in the soliton regime,5–7 their results have obvious
mplications for FM mode-locked lasers.8,9 Yet, only a few
nalytic investigations have focused on FM mode locking
n the presence of dispersion and nonlinearity.10,11 Indeed,

ost theoretical investigations of FM mode-locked lasers
ave primarily relied on numerical modeling to probe the
ffects of dispersion, nonlinearity, and modulation
epth.9,12,13

The approach presented in this paper has already been
uccessfully applied to an AM mode-locked laser to obtain
set of rate equations for the pulse parameters.14 How-

ver, FM mode locking has some unique features that set
t apart from AM mode locking. For example, FM mode-
ocked lasers are susceptible to an instability in which

ode-locked pulses switch states between the two modu-
ator extrema.3,15 In the mid 1990’s it was shown that this
endency can be suppressed through the introduction of
econd-order dispersion,10,16 yet the role of TOD has been
onsidered only recently.9

In this paper, we apply the moment method to a generic
aser mode locked with an FM modulator and compare
ur results with numerical simulations based on the full
odel. In Section 2, the master equation governing mode

ocking is presented along with the standard pulse solu-
ions commonly expected in various regimes of operation.
n Section 3, details behind the moment method are dis-
ussed. This method is then applied to an FM mode-
ocked laser to obtain a set of rate equations for the pulse
arameters. Section 4 focuses on steady-state operation
nd parametric studies. In Section 5, we study the ap-
roach to steady state by using a linear stability analysis
nder the assumption that TOD is negligible. Finally, the
005 Optical Society of America
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oles of second-order dispersion and TOD are investigated
n Section 6 as they pertain to pulse stability.

. MASTER EQUATION OF MODE LOCKING
f the dispersion and nonlinear lengths17 of the cavity el-
ments are larger than the round-trip cavity length, LR,
he temporal shape and width of the pulse evolve little
uring a single round trip (assuming the mode locker’s ef-
ect on the pulse is weak and losses are minimal). Al-
hough an approximate treatment, it is common to model
uch a system by the so-called master equation of mode
ocking5,17:

TR

�A

�T
+

i

2
��̄2 + iḡT2

2�LR

�2A

�t2 −
1

6
�̄3LR

�3A

�t3

= i�̄LR�A�2A +
1

2
�ḡ − �̄�LRA + M�A,t�, �1�

here A�T , t� is the slowly varying envelope of the electric
eld, T=z /vg, and vg is the group velocity. It is important
o note there are two time scales in this equation: the
ime t measured in the frame of the moving pulse and the
ropagation time T, often called the coarse-grained time.6

ince we averaged over a single round trip, T is measured
n terms of the round-trip time TR=LR /vg. It is assumed
hat the time scale associated with the pulse is suffi-
iently smaller than TR so the two times are essentially
ecoupled. This treatment is valid for most mode-locked
asers for which TR exceeds 1 ns and pulse widths are
ypically less than 100 ps.

In rare-earth-doped fibers, as well as in most solid-
tate materials, the gain medium responds on a time
cale much slower than that of the pulse width. As a re-
ult, the saturated gain may be approximated as ḡ= ḡ0�1
Pave/Psat�−1, where Psat is the saturation power of the
ain medium, ḡ0 is the average small-signal gain, and
ave represents the average power over one pulse slot of
uration Tm, i.e.,

Pave =
1

Tm
�

−Tm/2

Tm/2

�A�t,z��2dt. �2�

he overbar in Eq. (1) denotes the averaged value of the
orresponding parameter; for example, �̄2, �̄3, �̄, and �̄
epresent the second-order dispersion, TOD, loss, and
onlinearity, respectively, averaged over the cavity

ength. The gain medium’s finite bandwidth is assumed to
ave a parabolic filtering effect with a spectral full width
t half-maximum (FWHM) given by ��=2/T2. Tm=Frep

−1

m−1TR is the pulse slot, where Frep is the frequency at
hich our laser is mode locked and m is an integer �1

epresenting the harmonic at which the laser is mode
ocked. For an FM modulator, M�A , t�= i�FM cos��m�t
tm��A [in Eq. (1)], where �FM is the modulation depth,
m is the modulation frequency (assumed to be identical

o that of the mode-locked pulse train in this paper, i.e.,
m=2�Frep), and tm accounts for any delay between the
enter of the modulation cycle and the temporal window
n which the pulses are viewed.
Although Eq. (1) has no known analytic solution, if the
ffects of TOD and the mode locker are ignored, this equa-
ion reduces to the well-known Ginzburg–Landau equa-
ion, which has the following shape-preserving solution18

nown as an autosoliton17 or a dissipative soliton19:

A�T,t� = a�sech�t/���1+iq exp�i	T�, �3�

here

�2 =
ḡT2

2 + �̄2q

ḡ − �̄
, �4�

a2 =
1

2�̄�2
��q2 − 2��̄2 + 3ḡT2

2q�, �5�

	 = −
LR

2TR�2 ��1 − q2��̄2 − 2ḡT2
2q�, �6�

q =
3�̄2

2ḡT2
2 ± �� 3�̄2

2ḡT2
2	2

+ 2
1/2

. �7�

espite this analytic solution, cw light is energetically fa-
ored by lasers in the absence of a mode locker. When a
ode locker is used, the master equation [Eq. (1)] differs

rom the Ginzburg–Landau equation, and the solution
iven in Eq. (3) may not hold. Nevertheless, the active fi-
er will try to impose the autosoliton shape on any pulse
irculating in the cavity (in the anomalous dispersion re-
ime). This reasoning was exploited by Haus and Silber-
erg in their investigation of pulse shortening in AM
ode-locked lasers in the presence of dispersive and non-

inear elements.5

By completely ignoring the effects of the mode locker
nd TOD, one immediately limits the generality of the ap-
roach; for example, stability is not expected in the ab-
ence of the mode locker. Moreover, TOD is known to
symmetrically broaden pulses, thus shifting their arrival
ime. The mode locker also plays a paramount role: creat-
ng and maintaining mode-locked pulses and providing
iming information. Thus it is important to include both

3 and M�t ,A� in our analytic treatment. To do so, we as-
ume TOD is weak enough that it primarily affects the ar-
ival time of the mode-locked pulses. This approximation
s reasonable for actively mode-locked lasers whose pulse
idths are typically in the picosecond regime and whose

avities are dominated by second-order dispersion. Under
his assumption, the autosoliton shape is preserved, and
e can develop a more robust theory by extending Eq. (3)

o allow for both temporal and frequency shifts (
 and �,
espectively):

A�T,t� = a�sech��t − 
�/���1+iq

�exp�i��t − 
� + ikT + i
0�. �8�

In the normal dispersion regime ��̄2�0�, pulses pro-
uced by actively mode-locked lasers are usually more
onsistent with a Gaussian shape4,10,20 than that of an au-
osoliton. Therefore, we also consider a chirped Gaussian
ulse with complex amplitude
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A�T,t� = a�exp�− �t − 
�2/2�2��1+iq

�exp�i��t − 
� + ikT + i
0�. �9�

n Eq. (9), we have again allowed for both temporal and
requency shifts through 
 and �.

One may ask how accurate the pulse-shape assump-
ions given in Eqs. (8) and (9) are for a realistic mode-
ocked laser. To answer this question, we numerically
olved Eq. (1) using a noise seed (representing spontane-
us emission) and the measured parameter values (see
able 1) found for the fiber laser of Ref. 9.21 Figure 1 com-
ares the steady-state pulse shapes obtained numerically
ith those of Eqs. (8) and (9). We point out that more than
000 round trips were required for the pulses to converge
o their steady state.

The dashed curves in Fig. 1 show the analytical pulse
hapes based on Eqs. (8) and (9). As can be seen in Fig.
(a), the autosoliton provides a good fit in the anomalous
ispersion regime, deviating only in the pulse wings. We
erified that this discrepancy is a consequence of finite
OD by setting �̄3=0 and repeating the simulations. Un-
er these conditions, the numerically predicted pulse
hape and the autosoliton shape were almost indistin-
uishable. In the normal dispersion regime [Fig. 1(b)], the
aussian fit is accurate about the center of the pulse only.
his is due to self-phase modulation, which broadens the
enter of the pulse in the normal dispersion regime. We
erified that as �̄ is reduced the accuracy of the Gaussian
t improves until it is almost indistinguishable from the
umerical results.

. MOMENT METHOD
he analytic pulse shapes given in Eqs. (8) and (9) pro-
ide an approximate form for the final pulse shape ex-
ected after a mode-locked laser reaches its steady state
ut do not provide any information on how the pulse ar-
ives at that shape nor do they reveal what effect the
odulator or TOD has on such a steady-state solution.
To study the pulse evolution process under the influ-

nce of Eq. (1), without resorting to full numerical simu-
ations, we employ the moment method.1 This approach
llows us to develop ordinary differential equations that
overn the evolution of the pulse parameters. These equa-
ions take into account all the terms in Eq. (1), thereby
ifting the restriction on the parameter space. However,
ll of this is based on a knowledge of the exact pulse
hape. For this reason, one should carry out numerical
imulations with the full model to ensure that the actual
ulse shape does not deviate much from the ansatz in the
articular region of interest (as we did in Section 2). Ex-
erimentally, the results obtained from autocorrelation
easurements, electric field reconstruction, or an optical

Table 1. Parameter Values Used in This Paper

�̄=0.17 m−1
�̄2= ±1.4�104 fs2 /m �̄3=30�104 fs3 /m

=0.012 �m W�−1 ḡ0=0.55 m−1 T2=47 fs/rad
Psat=25 mW LR=4.0 m TR=40 ns

�FM=0.45 Frep=10 GHz tm=0 ps
pectrum analyzer may be used to validate a particular
nsatz. Although we chose to use the moment method,
ther techniques such as the variational method or the
ollective variable method can also be used to obtain or-
inary differential equations.
If we ignore the phase kT+
0 in Eqs. (8) and (9), a
ode-locked pulse is fully quantified by five parameters:

ulse energy E, temporal shift 
, frequency shift �, chirp
, and width �. In the moment method, the five param-
ters are defined in terms of the temporal pulse profile
ia22,23

E�T� =�
−�

�

�A�T,t��2dt, �10�


�T� =
1

E
�

−�

�

t�A�T,t��2dt, �11�

��T� =
i

2E
�

−�

� �A*
�A

�t
− A

�A*

�t

dt, �12�

q�T� =
i

E
�

−�

�

�t − 
��A*
�A

�t
− A

�A*

�t

dt, �13�

�2�T� =
2C3

E
�

−�

�

�t − 
�2�A�T,t��2dt, �14�

here the constant C3, defined later in this section, con-
erts the root-mean-square width into pulse width �. To
nvestigate how the five pulse parameters evolve during
ropagation, we differentiate Eqs. (10)–(14) with respect
o T, yielding

dE

dT
=�

−�

� �A*
�A

�t
+ A

�A*

�T

dt, �15�

d


dT
= −

1

E

dE

dT

 +

1

E
�

−�

�

t�A*
�A

�t
+ A

�A*

�t

dt, �16�

ig. 1. (Color online) Steady-state pulse shapes in (a) the
nomalous dispersion regime and (b) the normal dispersion re-
ime. Plot (a) is fit with the expected autosoliton, and plot (b) is
t with the expected Gaussian.
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d�

dT
= −

1

E

dE

dT
� +

i

2E
�

−�

� � �

�T
�A*

�A

�T
	

−
�

�T
�A

�A*

�t
	
dt, �17�

dq

dT
= −

1

E

dE

dT
q +

i

E
�

−�

�

�t − 
�� �

�T
�A*

�A

�t
	

−
�

�T
�A

�A*

�t
	
dt, �18�

�
d�

dT
= −

1

2E

dE

dT
�2 +

C3

E
�

−�

�

�t − 
�2�A*
�A

�T

+ A
�A*

�T

dt. �19�

he final step consists of substituting �A /�T from Eq. (1)
nto Eqs. (15)–(19) and integrating over t after assuming

pulse shape.
For the two pulse shapes, given in Eqs. (8) and (9), all

hese integrals can be done analytically. After some alge-
ra, we obtain the following equations for the evolution of
he five pulse parameters:

TR

LR

dE

dT
= �ḡ − �̄�E −

ḡT2
2

2�2 �C0�1 + q2� + 2�2�2�E, �20�

TR

LR

d


dT
= �̄2� − ḡT2

2q� +
�̄3

4�2 �C0�1 + q2� + 2�2�2�, �21�

TR

LR

d�

dT
= − C0

ḡT2
2

�2 �1 + q2�� +
�FM�m

LR
�0

�sin��m�
 − tm��, �22�

TR

LR

dq

dT
=

�̄2

�2 �C0�1 + q2� + 2�2�2� −
ḡT2

2

�2 q�C1�1 + q2�

+ 2�2�2� + C2

�̄E


2��
+

�̄3�

�2 � 3

2C0
�1 + q2�

+ �2�2
 +
�FM�m�

LR
�1 cos��m�
 − tm��, �23�

TR

LR

d�

dT
= C3

�̄2

�
q + C3

�̄3

�
q� + C0C3

ḡT2
2

2�
�C4 − q2�, �24�

here the constants Cn (n=0 to 4) are introduced such
hat they all equal 1 for a Gaussian pulse. In the case of
n autosoliton, C0=2/3, C1=1/3, C2=
2� /3, C3=6/�2,
nd C4=2. We have also introduced �0=exp�−�m

2 �2 /4�
nd �1=�m��0 for the Gaussian pulse. For the autosoli-
on, �0= ���m� /2�csch���m� /2� and �1
�� coth��� � /2�−2/ �� ���� .
m m 0
Equations (20)–(24) are analogous to the traditional
ate equations used for cw lasers, and we refer to them as
he FM mode-locking rate equations. They were numeri-
ally solved in a fraction of the time required to solve the
riginal equation [Eq. (1)] by using the fourth-order
unge–Kutta method and the parameters found in Table
.21 Figure 2 displays how pulse energy E, width �, and
hirp q change from one round trip to the next when
eeded with the initial values E�0�=1 fJ, 
�0�=0 fs, ��0�
0 GHz, ��0�=0.5 ps, and q�0�=0. The plots for ��T� and
�T� were combined into one phase-space plot by our plot-
ing q as a function of �. As can be seen in the first column
f Fig. 2, pulse energy increases from 1 fJ to �2.8 pJ in
ess than 100 round trips but then exhibits damped oscil-
ations as it evolves over thousands of round trips. In fact,

ore than 4000 round trips are necessary before the
ulse parameters converge to their steady-state values, a
ituation similar to that found when we performed the
umerical simulations to create Fig. 1. The steady-state
alues obtained through our rate-equation approach devi-
te from the values obtained by directly solving Eq. (1) by
3% in the anomalous dispersion regime and �12% in

he normal dispersion regime. This agreement justifies
he use of the moment method and the pulse shapes as-
umed. Note that in the case of normal dispersion [Fig.
(d)] the pulse has not reached a final steady state even
fter 4000 round trips. In general, the approach to steady
tate takes longer when the residual cavity dispersion is
ormal, since the modulator’s compression effect must
alance both dispersive and nonlinear broadening. In
act, it has even been reported that a train of well-
eparated mode-locked pulses could not be experimen-
ally realized at a high repetition rate in this regime.10,16

f course, this result depends on the laser parameters: In
he presence of nonlinearity, it indicates that stronger
odulation depths are required to obtain mode locking in

he normal dispersion regime.

. STEADY-STATE PULSE
HARACTERISTICS

n the preceding section, the evolution of pulse param-
ters toward their steady-state values was studied by our

ig. 2. Evolution of pulse energy E, width �, and chirp q over
ultiple round trips in the case of anomalous (top row) and nor-
al (bottom row) dispersion.
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olving the mode-locking rate equations numerically. Al-
hough good agreement was obtained, the true strength of
ur approach lies in predicting the steady-state values for
ode-locked pulses. Assuming that the mode-locked laser
as reached a steady state, the pulse parameters may be
etermined quasi-analytically by one’s setting the deriva-
ives to zero in Eqs. (20)–(24). The resulting system of
onlinear algebraic equations is easily solved using the
ewton–Raphson technique. Since this scheme converges
uickly, given a reasonable initial guess, parametric stud-
es may be performed effortlessly.

Figure 3 demonstrates the strength of our approach by
tudying the effect of modulation depth on pulse width. To
ut this research in perspective, our results are pre-
ented, along with those based on previous theories, in
oth anomalous and normal dispersion regimes. In both
ases, we consider a linear nondispersive cavity (squares),

linear dispersive cavity (triangles), and a cavity with
oth nonlinearity and dispersion (circles). Data points
arked with symbols were obtained using the full nu-
erical model [Eq. (1)], whereas solid curves were gener-

ted using the corresponding analytic treatment in each
ase. The theory developed by Kuizenga and Siegman4

redicts the pulse width when dispersion and nonlinear-
ty are neglected. With the inclusion of dispersion,4 an ex-
ended version of this theory used by Tamura and
akazawa10 predicts the pulse width. Haus and Silber-
erg’s theory predicts the pulse parameters when both
onlinearity and anomalous dispersion are included; yet,

t fails to include TOD or modulation depth and is invalid
n the normal dispersion regime.5 As a result, only the
heory developed in this paper is found to be in good

ig. 3. Pulse width predicted by our theory as a function of mod
n each case, we compare our predictions with numerical simulat
greement with the numerical results in the presence of
oth nonlinearity and dispersion. Moreover, our theory re-
roduces all the prior results in the appropriate limits.
A noteworthy feature of Fig. 3(a) is that for modulation

epths �FM�0.9 the mode-locked pulse experiences soli-
on pulse compression,3,5,6,24–26 since the pulse width be-
omes shorter than that predicted by the simplified
heory of Ref. 4. For �FM�0.9, the modulator plays an in-
reasingly dominant role. Nevertheless, excellent agree-
ent is obtained between the simulations and our theory

ven for large modulation depths (1.3% error for �FM
0.25, 7% error for �FM=10). Conversely, the agreement

n Fig. 3(b) is seen to increase with the modulation depth
15% error for �FM=−0.25, 7% error for �FM=−10). This
ehavior can be understood by one’s noting that the
odulator’s preferred shape is a Gaussian.4,10 As a result,

ur accuracy improves with modulation depth in the nor-
al dispersion regime but deteriorates in the anomalous

ispersion regime.
An important question we can answer with our semi-

nalytic approach [Eqs. (20)–(24)] is how the residual cav-
ty dispersion �̄2 and the nonlinear parameter �̄ affect the
nal steady-state pulses. Figure 4 shows how the pulse
arameters �, q, 
, and � vary with �̄2 in the anomalous
top row) and normal (bottom row) dispersion regimes.
he shortest pulses are obtained in the case of anomalous
ispersion for small values of ��̄2�: Pulse FWHM reduces
o below 1 ps for ��̄2��0.01 ps2/m. In contrast, pulse
WHM exceeds 4 ps in the normal dispersion case and in-
reases as �̄2 increases. Notice that, when ��̄2�
0.01 ps2/m, the pulse position shifts because TOD plays

n depth in the (a) anomalous and (b) normal dispersion regimes.
d with the theories given in Refs. 4 and 5 (when �̄2�0), and 10.
ulatio
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n increasing role in the laser (especially in the anoma-
ous dispersion regime where the pulse spectrum is
roader). Figure 5 shows the effect on the pulse param-
ters when the nonlinear parameter �̄ is varied for a fixed
alue of �̄2; dispersion is anomalous for the top row and
ormal for the bottom row. In the case of anomalous dis-
ersion, the pulse becomes shorter for larger values of �̄.
he situation is opposite in the case of normal dispersion.

ig. 4. Steady-state pulse width �, chirp q (left column), tempo
ow) and normal (bottom row) dispersion regimes.
Fig. 5. Same as Fig. 4 except the pulse parameters are
igure 5 also reveals the interesting result that chirp, q,
s essentially independent of �̄.

. APPROXIMATE STEADY-STATE PULSE
ARAMETERS

n an effort to obtain a semianalytic result, we turn our
ttention to the case in which the effect of TOD is negli-

ft 
, and frequency shift � (right column) in the anomalous (top
ral shi
plotted as a function of the nonlinear parameter.
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ible, as is frequently the case for actively mode-locked la-
ers. Under such conditions, both 
 and �=0 in the steady
tate, and Eqs. (20)–(24) reduce to a set of three equations
or E, q, and �. After a large number of round trips, we can
et the derivatives to zero and obtain

TR

LR

dE

dT
= ḡss − �̄ −

ḡssT2
2

2�ss
2 C0�1 + qss

2 � = 0, �25�

TR

LR

dq

dT
=

�̄2

�ss
2 C0�1 + qss

2 � −
ḡssT2

2

�ss
2 qssC1�1 + qss

2 �

+ C2

�̄Ess


2��ss

+
�FM�m�ss

LR
�1 = 0, �26�

TR

LR

d�

dT
= C3�̄2qss + C0C3

ḡssT2
2

2
�C4 − qss

2 � = 0. �27�

If we go one step further and assume that ḡss and Ess
re known quantities, as assumed in previous analytic
tudies,4,5,10 we are able to obtain, for what we believe to
e the first time, a fully analytic description of FM mode-
ocked lasers in the presence of dispersion, nonlinearity,
nd modulation depth. Equation (27) can be written as
2−2dq−C4=0, where d= �̄2 / �C0ḡssT2

2� is a dimensionless
ispersion parameter. The steady-state chirp parameter
s then given by

qss = d ± 
d2 + C4, �28�

nd the pulse width is found by one’s solving Eq. (26) for
ss. It is imperative to point out that Eq. (26) predicts mul-
iple solutions are possible, in principle, for a given set of
aser parameters. The stability of these solutions is dis-
ussed in detail in Section 6. Here we point out that only
ne solution dominates in practice, and we focus on it for
he time being. Interestingly, Eq. (28) shows that chirp is
ndependent of the nonlinear parameter �̄. It is also inde-
endent of the modulation parameters, a somewhat sur-
rising feature for FM modulation, which affects the op-
ical phase directly. Despite the fact that TOD was
gnored, this finding agrees with Fig. 5, in which all ef-
ects were included yet chirp was essentially independent
f �̄.

Equation (25) predicts the extent to which the mode-
ocking threshold exceeds the cw value �̄. More specifi-
ally,

ḡss = �̄�1 −
C0T2

2

2�ss
2 �1 + qss

2 �
−1

� �̄ +
C0T2

2�̄

2�ss
2 �1 + qss

2 �. �29�

ince 
1+qss
2 /�ss is related to pulse spectral width, this

quation has a simple interpretation: The threshold gain
or an FM mode-locked laser exceeds the total cavity loss
y an amount that depends on the fraction of the gain
pectrum occupied by the mode-locked pulse spectrum. A
imilar result is obtained for AM mode locking, although
odulator loss is important in that case.14

As noted in Section 4, our theory reproduces previously
nown results in the appropriate limits. If the effect of the
odulator is ignored, by setting � =0, we find that our
FM
esults collapse to those of Ref. 5 in the anomalous disper-
ion regime. If nonlinearity is ignored, by setting �̄=0, we
btain the results of Ref. 10. If we go one step further and
lso neglect second-order dispersion and TOD, we should
ecover the results of Ref. 4. Under such conditions, d=0
nd qss= ±
C4. Of course, in the absence of nonlinearity,
e expect a chirped Gaussian pulse and C4=1, yielding

ss= ±1. The temporal FWHM (after Taylor expansion of
he �1 term) of the Gaussian pulse is then simply given
y

�FWHM = 2�
2 ln�2��1/2� ḡssLR

�FM
	1/4� T2

�m
	1/2

. �30�

his equation is identical to the result obtained in Ref. 4.
Expressions (28) and (29) are coupled; however, in most

ractical cases ḡss exceeds �̄ by �0.5%. Using the param-
ter values of Table 1 and solving Eqs. (26)–(28), we find
hat ḡss= �̄+2.02�10−4 m−1, confirming that this is in-
eed true here. Therefore, to facilitate a fully analytic ap-
roach, we assume ḡss� �̄, which introduces only a slight
enalty in accuracy. Under this assumption, our rate-
quation approach predicts a steady-state chirp of qss
0.0179 and a pulse width of �ss=0.787 ps �FWHM
1.76�ss�. These values agree well with those found by
ne’s directly solving Eq. (1) (�ss=0.798 ps, qss=0.0174).
he good agreement found here justifies the ḡss� �̄ ap-
roximation as well as the simplified approach of ignoring
he 
 and � equations adopted in this section.

The mode-locking rate equations can also provide infor-
ation on the approach to the steady state, which fre-

uently involves relaxation oscillations as seen in Fig. 2.
e have performed a linear stability analysis on Eqs. (26)

nd (27) to obtain the following expression for the
elaxation-oscillation frequency associated with small
erturbations:

�r =
LR

�0TR


BC − D2, �31�

here

B = −
C3

�ss
��̄2 − C0ḡT2

2qss�, �32�

C =
C2�̄E


2�
+

4�FM�m
2 �ss

3

C3LR
, �33�

D =
1

2�ss
�2�̄2C0qss − ḡT2

2C1�1 + 3qss
2 ��. �34�

owever, to obtain these results in a compact form it was
ecessary to Taylor expand �1 to first order in �=�ss.
quation (31) predicts an oscillation frequency of 230 kHz
y using the parameters of Table 1 and ḡss� �̄. This result
grees well with the 235 kHz value obtained through nu-
erically solving Eq. (1), again justifying the use of the

pproximations made.
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. STABILITY OF STEADY-STATE
OLUTIONS

t is well known that FM mode-locked lasers can operate
ith pulses at either modulator extremum.3,4,15 These

wo possible operating states correspond to �m�t− tm�=0
nd �m�t− tm�=�; they also make FM mode-locked lasers
rone to a switching instability.4,10,15,16 Our theory pre-
icts pulse formation at both of these locations, as it
hould. For example, pulse chirp q in Eq. (28) has two
ossible steady-state values. In a linear nondispersive
avity, a single pulse width � is associated with each value
f chirp q.4 However, the presence of dispersive and non-
inear terms in Eq. (26) allows multiple solutions for � for
ach value of q.

Figure 6 shows how the two solutions for q vary with
he residual cavity dispersion �̄2 [via Eq. (28)]. The curve
abeled �FM�0 represents the chirp imposed on the pulse
ocated at the �m�t− tm�=0 modulator extremum, and the
urve labeled �FM�0 represents the chirp imposed on the
ulse at the other extremum. In a linear nondispersive
avity q= ±1. However, Fig. 6 shows that by one’s intro-
ucing residual second-order dispersion into the cavity
he pulse chirp in FM mode-locked lasers can be reduced
ignificantly to q�0. This result, which could be inferred
rom Figs. 4 and 5, is also in agreement with the experi-
ental findings of many groups.3,10,16,20,24,27 Another in-

eresting feature to note is that the two states are tempo-
ally separated from each other: As cavity dispersion is
ncreased from anomalous to normal, a pulse must tem-
orally shift to align itself with the modulator’s other ex-
rema. Two shifting mechanisms have previously been
dentified through numerical simulations: shifting initi-
ted through noise (or growth from pulse wings) and
hifting initiated by TOD.9

In Section 5, we focused on the �FM�0 case in the
nomalous dispersion regime (characterized by �
0.787 ps and q=0.0179). In this section, we start with

he physical explanation as to why one state dominates in
n FM mode-locked laser; we then use the moment

ig. 6. Chirp as a function of average dispersion �̄2 from Eq.
28).
ethod to map out the stable and unstable points of op-
ration in a visually intuitive fashion. Focusing again on
he anomalous dispersion regime and the laser whose pa-
ameters are given in Table 1, we find that the chip pa-
ameter can be either small �q=0.0179� or large
q=−111.73�. When �FM=0.45, we find a solution ��
0.787 ps� only for the q=0.0179 case. The situation is
uch more complicated for �FM=−0.45 [i.e.,

m�t− tm�=�]. We now find five possible solutions, each
ith a different pulse width. For q=0.0179, three solu-

ions are found: �=0.94, 1.5, and 149 ps. When
=−111.73, two solutions are found: �=16.2 and 93.3 ps.
lthough these results were obtained using Eqs. (26) and

28), they were also verified by our solving the full system
f Eqs. (20)–(24) in the steady state. Only one among
hese five potential solutions for �FM=−0.45 is likely to be
table. Indeed, a stability analysis reveals that all three
tates found for q=0.0179 are unstable (a simple way to
erform such an analysis is discussed later in this sec-
ion). Among the remaining two states, the solution with
=93.3 ps is not physical at our 10 GHz repetition rate,
ince these pulses extend outside the pulse slot. There-
ore, we are left with only one stable solution when �FM
−0.45: �=16.2 ps and q=−111.73.
Having found a unique solution for positive and nega-

ive values of �FM, we now investigate their relative sta-
ility. The pulse spectra are quite different for these two
olutions. Indeed, the spectral FWHM is 0.23 THz when
FM=0.45 but broadens to 2.17 THz when �FM=−0.45.
ulses with narrower spectra will clearly incur less loss
ue to the finite gain bandwidth [see expression (29)] and
ny other wavelength-dependent loss in the cavity; they
re therefore favored by the laser. For this reason, we call
his solution dominant and the other, higher loss, solution
econdary. The dominant mode-locked pulses always form
nder modulator cycles satisfying the condition �FM�̄2
0. This behavior, first alluded to by Kuizenga and

iegman,4 was investigated in a series of papers by Na-
azawa and co-workers10,16,20,27 in the mid 1990’s. Fur-
hermore, Tamura and Nakazawa’s argument that the
witching tendency is suppressed in the presence of
trong dispersion10 is verified by Fig. 6 if one recalls that
he pulse spectra is proportional to 
1+q2 /� and then ap-
lies the spectral filtering argument.
We now turn our attention to the effects of dispersion

n pulse stability, as predicted by the moment method.
quations (20)–(24) reveal that changes in 
 and � do not
ave a strong effect on the other pulse parameters so long
s 2���C0. Figures 4 and 5 show that ���10−2 over a
road range of operating conditions. Since C0�1, we can
ssume pulse energy, width, and chirp are approximately
ndependent of � and 
. Doing so allows us to solve Eq.
22) analytically and obtain

��T� =
�FM�m�2

C0LRḡT2
2�1 + q2�

�0 sin��m�
 − tm��

+ C exp�−
C0LRḡT2

2�1 + q2�

�2TR
T
 , �35�

here C is an integration constant. Noting the second
erm vanishes for T�T , we substitute Eq. (35) into Eq.
R
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21) to obtain the following equation for TRd
 /dT, a quan-
ity we refer to as the temporal shift per round trip of the
ulse relative to the modulation cycle:

TR

d


dT
= LR��̄2 − ḡT2

2q�
�FM�m�2

C0LRḡT2
2�1 + q2�

�0 sin��m�
 − tm��

+ LR

�̄3

4�2�C0�1 + q2�

+
2�FM

2 �m
2 �6

C0
2LR

0 ḡ2T2
4�1 + q2�2

�0
2 sin2��m�
 − tm��� . �36�

y varying the detuning between the pulse location and
he modulator extrema, 
− tm, we map out the magnitude
f this shift, along with arrows indicating its direction, in
ig. 7, where four different regimes are shown for the
ominant mode-locked solution (�=0.787 ps and q
0.0179). In Fig. 7, the stable and unstable locations are

dentified with squares and circles, respectively, and they
ccur at pulse-modulator detunings where the pulse does
ot experience a temporal shift. The stable points occur at

ocations where a slight perturbation results in a tempo-
al shift that restores the initial state. Unstable states, on
he other hand, are identified where a slight perturbation
ends the pulse to a different state. TOD manifests itself
y making the magnitude of d
 /dT asymmetric about the
table and unstable points depending on its sign as can be
een by comparing Figs. 7(a)–7(c). In Fig. 7(a), where �̄3
0, the magnitude of the temporal shift experienced by

he pulse is symmetric about the stable and unstable op-
rating points. In contrast, pulse shift becomes asymmet-
ic in Figs. 7(b) and 7(c), where �̄3�0. Depending on the
ign of �̄3, pulses temporally shift faster in one direction;
his intuitive result was previously reported through nu-
erical simulations.9

ig. 7. (Color online) Temporal shift per round trip as a function
f pulse-modulator detuning using the dominant pulse param-
ters (�=0.787 ps, q=0.0179). These figures identify the stable
squares) and unstable (circles) operating locations as well as the
trength and direction of the pulse velocity for the following
ases: (a) �̄2�0 and �̄3=0, (b) �̄2�0 and �̄3�0, (c) �̄2�0 and

3�0, and (d) �̄2�0 and �̄3�0. The imaginary part of the modu-
ator’s signal is plotted by the dashed curve to aid in location
dentification for a fixed modulation depth of �FM=0.45.
Equation (36) also provides a simple way to investigate
he stability of the pulse solutions by using the values ob-
ained for � and q in this equation and plotting the re-
ults. These plots immediately reveal that the three �FM
0 and q=0.0179 solutions (previously noted) are un-

table; full numerical simulations of Eq. (1) were also
sed to verify this claim.
To demonstrate what happens in the normal dispersion

egime, Fig. 7(d) shows the case �̄2�0. As can be seen in
he figure, the �FM�0 extremum of the modulation cycle
epresents the stable location for pulse formation. We
oint out that this result agrees with the simple rule

FM�̄2�0 and has been confirmed numerically.
With the Gaussian ansatz, temporal shift per round

rip can also be plotted for a nondispersive linear cavity,
y setting �̄2= �̄3= �̄=0 and using Eq. (36). In this case,
ulse width and chirp are found to be �=0.7432 ps and
= ±1 by using Eqs. (28) and (30). The absence of disper-
ion and nonlinearity has caused the dominant and sec-
ndary solutions to collapse into one solution differing
nly in the sign of the chirp. As a consequence, neither so-
ution dominates, and we expect pulses to simultaneously
xist under both modulator extrema. Experimentally,
owever, the laser randomly switches through noise-

nduced perturbations between the two states; to our
nowledge they have not been found to coexist.15

If the parameters of the secondary pulse (�=16.2 ps
nd q=−111.73) are used instead of those of the dominant
ulse, the results shown in Fig. 8 are obtained. Figures
(a) and 8(b) show that the secondary pulses exist at the
pposite modulator extrema as that of the dominant
ulses, as expected. By comparing Figs. 8(a) and 8(b) with
igs. 7(a) and 7(b), we find the temporal shifts experi-
nced by the pulses during a single round trip are much
tronger for dominant pulses than those experienced by
econdary pulses. That is, our theory shows dominant
ulses are bound more tightly to their stable operating

ig. 8. (Color online) Temporal shift per round trip as a function
f pulse-modulator detuning using the secondary pulse param-
ters (�0=16.2 ps, q0=−111.73). These figures identify the stable
squares) and unstable (circles) operating locations as well as the
trength and direction of the pulse velocity for the following
ases: (a) �̄2�0 and �̄3=0, (b) �̄2�0 and �̄3�0, and (c) result of
arge TOD on stable pulses. The imaginary part of the modula-
or’s signal is plotted by the dashed curve to aid in location iden-
ification for a fixed modulation depth of � =0.45.
FM
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oints than secondary pulses. This is expected on physical
rounds and is a direct consequence of second-order dis-
ersion and spectral filtering.
Once again we see that TOD has added an asymmetry

o the strength of the pulse shift by comparing Figs. 8(a)
nd 8(b). Since the laser needs a finite amount of time to
witch between states, it becomes possible to observe the
econdary state, at least through numerical simulations.
espite the fact that this state is not dominant, numeri-

al evidence for its transient existence has been confirmed
y consideration of the effect of an abrupt half-clock-cycle
hase shift in the driving electronics on the dominant
ulse.9 It was found that the pulse shifts under the influ-
nce of the TOD, resynchronizing with the stable modu-
ation extrema, while essentially retaining its shape. If
he TOD is weak, or the pulse is unable to survive the per-
urbation intact, it broadens instead of shifting. In Ref. 9
he pulse broadened but then became trapped in a local
otential until it was destabilized by the reformation of
he dominant pulse, which was seeded by the pulse wings
nd noise. The transient state found in that study is just
hat we have referred to as the secondary state here.
According to the current paper, it follows from Fig. 7(b)

hat if the pulse survives the modulator-induced pertur-
ation and retains its width and chirp, its center would be
ubject to the temporal shift identified in that figure. To
larify our meaning, consider what happens if a steady-
tate mode-locked pulse located at 
− tm=−48 ps is sub-
ected to a � phase shift through the driving electronics.
ccording to Fig. 7(b), the pulse would physically shift to
elocate itself under the correct modulation cycle �
− tm
0 ps�. If, however, the pulse cannot survive the pertur-
ation, it will broaden while remaining centered on 

tm=−48 ps. Instead of broadening unabated, it will be-
ome trapped in a local potential associated with the sec-
ndary state [�=16.2 ps and q=−111.73, see Fig. 8(b)]. At
his point, the pulse is locally stable. The laser will return
o its dominant steady-state mode-locked pulse only when
he secondary state is destabilized by the laser’s choice to
perate in the lower-loss state located at 
− tm=0 ps (in
his case, the stable pulse grows from noise). By an in-
rease in pulse energy, the pulse may remain intact
hrough solitonic shaping, despite the modulator-induced
erturbation. Such a pulse would then switch out of the
hallow secondary-state potential. Comparing Figs. 7(b)
nd 7(c), we further expect that the direction of the pulse-
enter shift should depend on the sign of the TOD. All of
hese effects were numerically observed and explored in
ef. 9.
Finally, Fig. 8(c) answers the question as to what hap-

ens when TOD is increased. In this case, TOD was in-
reased by a factor of 10 to �̄3=300�104 fs3/m, and we
nd that mode-locked operation is no longer possible,
ince the shifting effect of the TOD is stronger than the
odulator’s ability to synchronize the pulses.

. CONCLUSION
n conclusion, by applying the moment method to the
aster equation governing pulse formation in mode-

ocked fiber lasers, we derived a set of five coupled ordi-
ary differential equations for the pulse parameters.
hese equations can be solved rapidly on a computer by
sing well-known techniques. Furthermore, they reduce
o algebraic equations in the steady state, which enables
ne to quickly obtain solutions. This method was applied
o an FM mode-locked laser, allowing us to obtain analytic
xpressions for pulse parameters. We were able to map
ut the dynamics experienced by mode-locked pulses and
redict the stable and unstable operating locations rela-
ive to the modulator’s cycle. This approach also allowed
s to study the effects of second- and third-order disper-
ions on pulse stability.

The rate-equation approach used in this paper is likely
o be useful in the field of mode-locked lasers. Moreover,
he analytic results obtained by its application to stan-
ard mode-locking techniques appear to be a useful tool
or experimentalists.
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