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Abstract

A pair of synthetic methods are presented for describing nonlinear optical phenomena

in photonic devices of any size scale and with any degree of refractive-index contrast.

The first method is a general description of nonlinear phenomena in guided-wave

devices. By retaining all of the cartesian components of the field implicit assumptions

about device dimensions and refractive-index contrast are not made. The method is

applied to the study of nonlinear optical phenomena in silicon-on-insulator (SOI)

waveguides. Contributions are found to the nonlinear propagation parameters that

do not appear in traditional descriptions of nonlinear fiber optics, and are found to

become significant as a result of the high index contrast of the SOI material system

when device dimensions enter the subwavelength regime. An experimental study

of nonlinear polarization effects in SOI waveguides is presented and the theoretical

model is used to explain them.

The second method is a general description of nonlinear phenomena in optical

resonators. The method makes no assumptions about device dimensions, refractive-

index contrast, or the specific cavity structure. It is applied to understanding two

different phenomena in resonators and to designing two different devices based on

these phenomena. The first phenomenon is the influence of a dynamic refractive-index

change on the optical field in a resonator. The resulting frequency shift of the field is

proposed as a possible mechanism for implementing a wavelength conversion device,

and device design criteria and theoretical performance capabilities are presented. The

second phenomenon is the influence of the cross-phase modulation interaction of two

resonator modes that results from the Kerr effect. The resulting bistability is proposed

as a possible mechanism for implementing a phase-switched optical memory device,

and device design criteria and theoretical performance capabilities are presented.
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1 Introduction

1.1 Historical overview

The field of photonics is concerned with using light for the transmission of information

[1]. It became a major area of technological development with the advent of low-loss

optical fiber, which was foreseen by Charles Kao and George Hockham in 1966 [2]

and later demonstrated by researchers at Corning in 1970 [3]. Low-loss optical fiber

offers a unique opportunity: the spatial confinement of light over long propagation

distances. Today that advantage allows it to be used as the backbone of the global

telecommunication network, which connects over 2 billion internet users and almost

6 billion mobile phones [4].

When light is confined to small spatial dimensions its intensity is enhanced. As

a result propagation effects that depend on the intensity of the field (i.e. nonlinear

effects) are also enhanced. This was realized early on in the field of fiber optics.

Some of the first low-loss Corning fibers were employed by researchers at Bell Lab-

oratories to demonstrate a wide variety of nonlinear optical effects, beginning with

Raman amplification in 1972 [5]. Later work by this same group, led by Roger Stolen,

demonstrated stimulated Brillouin scattering [6], parametric amplification [7], self-

phase modulation [8] and the formation of optical solitons [9]. Thus the invention of

low-loss optical fiber not only catalyzed the field of photonics as a whole, but also

gave birth to the field of nonlinear photonics. As fiber optics has developed over the

last 40 years, nonlinear effects have presented both a challenge and an opportunity.

They pose a challenge because they can impair the transmission of a signal over long
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distances. On the other hand, the zoo of nonlinear effects introduced by the third-

order nonlinearity in silica alone has led to a wide variety of ideas for devices that

perform ultrafast signal processing in the optical domain (not to mention applications

in other fields) [10].

Even before the realization of optical fibers there existed the idea of creating

optical circuits integrated on a single chip [11]. Since that time the field of inte-

grated photonics has not grown as rapidly as the field of fiber optics, but it has

grown steadily. Demand for integrated photonic circuits as signal processing devices

in fiber communication networks, as well as for high-bandwidth communication in

electronic microprocessors, has led to widespread development of such circuits in a

number of different material systems. Photonic integrated circuits in indium phos-

phide and silica-on-silicon, as examples, are regularly manufactured and sold for use

in contemporary communications systems [12,13].

The silicon-on-insulator (SOI) material system is particularly promising for the

implementation of photonic integrated circuits for two reasons. First, the infrastruc-

ture that has been developed for the microelectronics industry can readily be applied

to the production of low-cost SOI-based photonic circuits. Second, such photonic

circuits can be readily integrated with their electronic counterparts. Early work on

silicon photonics was performed in the 1980s [14, 15] and since then the field has

steadily gained momentum. In the last decade or so this steady research momentum

has turned into a veritable avalanche as major players in the microprocessor industry

such as Intel and IBM have taken up silicon photonics with vigor [16,17].

One of the trends that can be observed in the field of integrated photonics in

general, and silicon photonics in particular, is device miniaturization. The cross-

sectional area of silicon waveguides used in experiments has gone from ∼70 µm2 to as

small as 0.1 µm2 [14, 18]. The resulting enhancement in intensity, as well as a large

Kerr coefficient, have made nonlinear effects in silicon easily observable. A significant

component of the research in silicon photonics over the last decade has been devoted

to studying these nonlinear effects. These studies began in 2002 with the observa-

tion of self-phase modulation by a research group at the Chinese University of Hong

Kong [19]. Soon after this Bahram Jalali’s group at the University of California, Los

Angeles demonstrated Raman amplification and lasing [20, 77], and a group working
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at NTT in Japan reported the first observation of four-wave mixing [22]. These ini-

tial observations were followed by a torrent of theoretical and experimental studies of

these effects as well as their potential applications for signal processing (see Refs. [23]

and [24] for reviews of this work). One of the dominant themes in this body of research

is the difficulty of leveraging nonlinear effects in silicon for practical application as

a result of nonlinear losses from two-photon and free-carrier absorption mechanisms.

A more recent trend explores alternative SOI-compatible materials such as silicon-

polymer hybrid systems [25] and silicon nitride [26–28]. Thus the field of nonlinear

photonics has grown to be concerned not only with effects that are observable in

optical fibers, but in various kinds of integrated photonic circuits as well.

1.2 Theoretical methods

As the field of nonlinear photonics has grown to be concerned with a wider variety of

material systems in increasingly smaller devices, the theoretical methodologies used in

the field have evolved in concert. The majority of theoretical work is based on the non-

linear Schrödinger equation. The traditional approach to the nonlinear Schrödinger

equation, which was developed for understanding nonlinear effects in silica fibers, is

based on a number of simplifying assumptions [29]. These assumptions include the

slowly-varying envelope approximation, the existence of only the fundamental spatial

mode, and the scalar approximation. This last approximation can be understood by

considering the nature of optical modes in a dielectric waveguide. Mathematically,

the electric field of a mode can be written as

E (x, y, z, t) = e (x, y) ei(βz−ω0t) + c.c., (1.1)

where ω0 is the optical frequency, β is the mode’s wavevector, and c.c. denotes the

complex conjugate. The spatial profile of the mode is described by the function e(x, y)

which can have nonzero ex, ey and ez components. The scalar approximation assumes

the field is dominated by a single transverse cartesian component (for example the ex

component) so that it can be written in the form

e (x, y) ≈ x̂ex. (1.2)
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It is the inapplicability of this scalar approximation to specific material systems that

has served as the main impetus for revisiting the traditional approach to the nonlinear

Schrödinger equation in the last decade.

The significance of a waveguide mode’s longitudinal field component (ez) depends

primarily on two things: the size of the waveguide and the magnitude of the refractive-

index contrast in the material system out of which it is made. Consider the well-

known solutions for the fundamental modes of the infinite planar slab depicted in

Fig. 1.1(b) [30, 31]. The transverse electric (TE) mode is entirely transverse so that

ez is identically zero everywhere. The vectorial composition of the transverse mag-

netic (TM) mode, by contrast, is highly sensitive to the waveguide height h. This is

illustrated in Fig. 1.1(a) where the fractional composition of the TM mode that is

longitudinal (fz) versus waveguide height is shown for various material systems. The

fraction fz is defined as

fz =
∫
∞

−∞
∣ez ∣2 dy

∫
∞

−∞
∣ex∣2 + ∣ey ∣2 + ∣ez ∣2 dy

. (1.3)

From Fig. 1.1(a) two insights can be drawn. First, the longitudinal field component is
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Figure 1.1: (a) Fraction of the waveguide mode in the longitudinal (ez) field com-

ponent when various materials are used for the core/cladding; (b) schematic of the

planar waveguide structure under consideration. n1 and n2 are the core and cladding

refractive indices, respectively. See table 1.2 for the parameter values used in (a).
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n1 n2

Si / air 3.48 1

Si / SiO2 3.48 1.44

SiO2 / air 1.44 1

Si3N4 / SiO2 1.99 1.44

InGaAs / InP 3.6 3.17

optical fiber 1.45 1.445

Table 1.1: Core/cladding refractive indices used for the calculation in Fig. 1.2. Values

are taken at the 1.55 µm wavelength from Refs. [32–34].

only significant if the waveguide height is comparable to the wavelength of light inside

the core material (λ/n1). Second, the longitudinal field component is only significant

if the refractive-index contrast is relatively large. The silicon/air and SOI material

systems induce the largest longitudinal components of those considered as they have

the largest refractive-index contrasts (see Table 1.2). For the smallest refractive-

index contrast material system considered, which corresponds to optical fiber, the

longitudinal field component is relatively unnoticeable.

A description of nonlinear effects in optical waveguides typically follows a per-

turbative approach that is similar to coupled-mode theory. Since coupled-mode for-

malisms that take into account the vectorial nature of the modes have been known

since the birth of low-loss optical fiber [30, 35], the knowledge required to formulate

a vectorial theory of nonlinear propagation has existed for at least 40 years. Such an

approach was largely neglected (to the author’s knowledge) in favor of the simpler

scalar one until about 10 years ago. One of the earliest theoretical studies of Raman

amplification in submicron silicon waveguides used a vectorial approach [36]. The

purpose of the authors in doing so was to consider the possibility of Raman-induced

crosstalk between TE and TM Stokes waves, which they found to be negligible. A later

theoretical study of Raman amplification in submicron silicon waveguides by a group

at Columbia University also considered the vectorial nature of the optical modes [37],

and later applied this formalism to self and cross-phase modulation [39, 80]. In 2009

studies were first reported that carefully considered whether or not vectorial theo-

ries of nonlinear propagation were needed, and for what types of waveguides [40–42].
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This work, lead by a group at the University of Adelaide in Australia, represents the

first clearly reported understanding that vectorial theories are needed for waveguides

in material systems with large refractive-index contrast and subwavelength structure.

They also reported an experimental confirmation of this conclusion in a bismuth glass

nanowire [43].

Growing interest in photonic crystal waveguides in large index contrast material

systems such as SOI [44] have further complicated the application of traditional ap-

proaches. Prior theoretical methods for understanding nonlinear effects in periodic

waveguides such as fiber Bragg gratings relied on perturbative techniques for incorpo-

rating not only the nonlinearity, but the periodic refractive index modulation as well

(see for example Ref. [45]). The assumption of this approach breaks down when the

refractive index modulation can no longer be treated perturbatively, as in SOI pho-

tonic crystals. For this reason recent efforts have been made to extend the vectorial

approach to nonlinear propagation to incorporate photonic crystal waveguides, and

have been successful at formulating the underlying equations [46,47]. The equations

themselves are complicated and unwieldy, however, and their implications remain an

open question.

Also of growing interest in the past decade are nonlinear effects in optical microres-

onators. The trend in this research, as in studies of optical waveguides, is towards

ever smaller devices. Mode volumes less than a cubic wavelength are now regularly

acheived in photonic-crystal cavities [48]. Integrated resonators come in many dif-

ferent forms, some of which, such as whispering-gallery-mode and photonic-crystal-

defect cavities, are not composed of waveguides. Thus, the nonlinear Schrödinger

equation is not applicable, and an alternative modeling technique is needed. This

has presented a problem since many of the theoretical studies of perturbative effects

in resonators have been ad hoc and/or heuristic throughout the history of optics.

A noteable exception to this was the application of Slater’s modes from microwave

theory [49] to understanding nonlinear effects in optical resonators formed using mir-

rors [50–52]. This approach, which incorporates the full-vectorial nature of optical

modes, is nonetheless limited by its assumption that the cavity is bounded by mirrors,

and is thus inapplicable to the kinds of dielectric resonators considered in contem-

porary integrated optics. One of the most sophisticated methodologies for studying
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nonlinear effects in dielectric resonators has been developed by the research group of

Oskar Painter at the California Institute of Technology [53–55]. Their theoretical for-

malism, which also incorporates the full vector nature of the optical field, has also been

shown to reproduce experimental observations to a high degree of accuracy [54, 55].

The main downside of this approach is that it relies on mode-orthogonality conditions

that are not necessarily applicable to all kinds of dielectric resonators.

1.3 Thesis objective

This thesis has two objectives. The first is to present a set of comprehensive the-

oretical methods for nonlinear photonics that are valid for devices of any size and

fabricated in material systems with any degree of refractive-index contrast. This

goal is primarily synthetic. Many of the equations presented have been derived else-

where in the literature. The methods used to derive them, however, and the resulting

extension of them to the range of devices discussed in this thesis, are both original

contributions to the author’s knowledge. The methods presented are analytic or semi-

analytic in nature, and purely numerical methods (e.g. finite-difference time-domain

calculations) will not be considered. The second goal of this thesis is to apply these

theoretical methods to a variety of problems in contemporary integrated optics, as

demonstrations of their usefulness and accuracy. Part of this second objective will be

to clarify when it is that a more comprehensive vectorial method is needed as opposed

to a simpler scalar one. The problems considered will also be related to experimental

results whenever possible. In some cases these experimental results are obtained by

the author and his collaborators and in other cases they are taken from the literature.

1.4 Thesis outline

This thesis is divided into two parts. The first part, encompassing chapters 2-4, deals

with nonlinear photonics in guided-wave structures. The second part, encompassing

chapters 5-7, deals with nonlinear photonics in resonators.

Chapter 2 presents a set of perturbative methods which can be used for model-

ing nonlinear optical phenomena in guided wave structures. Perturbative equations
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are derived for traditional dielectric waveguides, and extensions of this method to

incorporate photonic-crystal waveguides, anisotropic media, and magnetic media are

presented.

Chapter 3 considers the application of the method presented in chapter 2 to non-

linear propagation in SOI waveguides. Numerical studies are performed for clarify-

ing the influence of subwavelength waveguide dimensions on both linear propagation

parameters such as group-velocity and polarization-mode dispersions, as well as non-

linear parameters describing the Kerr effect, two-photon absorption, and free-carrier

nonlinearities.

Chapter 4 considers the propagation of arbitrarily polarized fields in SOI waveg-

uides. Experimental observations of both linear and nonlinear changes in the state

of polarization of optical pulses are presented, and the theory of chapter 3 is used to

explain them.

Chapter 5 presents a perturbative method for modeling nonlinear optical phe-

nomena in dielectric resonators. Extensions for incorporating both anisotropic and

magnetic media are presented.

Chapter 6 applies the methodology of chapter 5 to the phenomenon known as ‘adi-

abatic wavelength conversion.’ The underlying equations describing the phenomenon

are derived, and their predictions are compared with experimental results from the lit-

erature. They are then used to consider the device prospects for adiabatic wavelength

conversion, and a possible path to application is charted.

Chapter 7 applies the methodology of chapter 5 to Kerr-induced coupling between

two resonator modes. Two-beam bistability is discussed, and a phase-switched optical

memory device is proposed.

Chapter 8 summarizes the results of this thesis and discusses relevant research

directions that might be pursued as an extension of it.
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2 Perturbative methods for

nonlinear photonic waveguides

The most accurate classical description of optical fields is Maxwell’s equations [56].

First published in 1861 [57], they can be written as a set of four vector equations for

the electromagnetic field. In the case of optical fields (which have no static compo-

nent), two of these equations are redundant. Because optical wavelengths are much

larger than the distance between atoms in most materials, an appropriate averaging

of the field can be performed over spatial dimensions that are large compared to this

interatomic spacing and yet small compared to the structure of the optical field [58].

The resulting equations for the electric field E and magnetic field H are as follows:

∇×E = −µ0
∂

∂t
(H +M) , (2.1)

∇×H =
∂

∂t
(ε0E +P) . (2.2)

In these equations M and P are the magnetic and electric dipole-moment densities,

respectively, and describe the influence that matter has on the optical field. For the

majority of materials encountered in photonics M = 0 and the material influence is

described entirely by P. For the study of nonlinear photonic phenomena the dipole

moment density is written as a sum of two distinct parts,

P = PL +PNL. (2.3)

PL is the dipole-moment density that depends linearly on the electric field, and PNL

has a nonlinear field dependence.
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The majority of theoretical approaches to nonlinear photonics rely on the fact that,

typically, ∣PNL∣ ≪ ∣PL∣. Solutions are found first under the assumption of a linear

medium (i.e. one for which PNL = 0), and the nonlinear dipole-moment density is then

treated as a perturbative influence on these linear solutions. Scalar theories, such as

those that have dominated the field of nonlinear fiber optics, typically begin by first

deriving the Helmholtz equation for the electric field from Eqs. (2.1) and (2.2) [23,29].

An assumption is made that decouples the cartesian components of the field, which

are then expanded in terms of the guided mode solutions of the linear problem.

Perturbative theories that do not neglect the coupling between cartesian components

of the electric field (i.e. vectorial theories) typically begin with the Lorentz reciprocity

theorem. This approach was used in 1972 to describe linear coupling in optical fibers

[35], and has more recently been applied to the field of nonlinear photonics [37, 41,

42,47].

In this chapter the vectorial perturbative theory is approached from a vector space

formulation of Eqs. (2.1) and (2.2). This vector space formulation was used to under-

stand optical waveguides as early as 1982 [59] and ultimately stems from microwave

theory [60]. It has recently been used to shed light on a variety of linear phenom-

ena such as polarization-mode dispersion and waveguide tapering [61–64]. Its main

advantage is that it presents Maxwell’s equations in a simple operator form that is

very similar to the Schrödinger equation from quantum mechanics, allowing famil-

iar mathematical techniques from that field to be applied to photonics. In section

2.1 an overview of this formulation is presented for the simplest case of isotropic

dielectric waveguides. The nonlinear dipole-moment density is incorporated as a per-

turbative term in the equations and it is shown that the mathematical methodology

of time-dependent perturbation theory can be applied to formulate a z-dependent

perturbation theory for nonlinear waveguides. In section 2.2 the theory is extended

to incorporate the possibility of anisotropic materials. In section 2.3 it is further ex-

tended to incorporate materials with a magnetic response. In section 2.4 it is extended

to incorporate photonic crystal waveguides. Section 2.5 summarizes the results of this

chapter.
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2.1 Dielectric waveguides in isotropic media

2.1.1 A vector space formulation of Maxwell’s equations

The linear part of the dipole-moment density in an isotropic medium is in general

given by a convolution [65],

PL(r, t) = ε0∫
t

−∞

R(r, t − τ)E(r, τ)dτ.

This expression becomes much simpler in the frequency domain,

P̃L(r, ω) = ε0χ(r, ω)Ẽ(r, ω),

where the susceptibility χ(ω) = ∫
∞

0 R(t)exp(iωt)dt is the Fourier transform of the

material’s impulse response. Equations (2.1) and (2.2) can then be written in the

frequency domain as

∇× Ẽ = iωµ0H̃, (2.4)

∇× H̃ = −iωε0εẼ − iωP̃NL, (2.5)

where ε(r, ω) = 1 + χ(r, ω) is the dielectric permitivitty. Although Eqs. (2.4) and

(2.5) describe the Fourier transforms of the real fields, they also apply to the trans-

forms of the complex, analytic-signal representations of those fields. In general, the

Fourier transform of a real function f̃(ω) is related to the transform of its analytic

signal representation F̃ (ω) by F̃ (ω) = 2Θ(ω)f̃(ω), where Θ(ω) is the Heaviside step

function [66]. In the following analysis we will consider the quantities in Eqs. (2.4)

and (2.5) to be the transforms of the analytic-signal representations of the fields. In

the case of optical waveguides ε depends only on the transverse coordinates x and

y and has no dependence on the longitudinal coordinate z. As a result it becomes

useful to make a distinction between the transverse and longitudinal components of

the electric and magnetic fields. In general this distinction is made for some vector

field A(r) as

A = AT + ẑAz.

It will also be useful to make a similar distinction for the ∇ operator,

∇ = ∇T + ẑ
∂

∂z
,
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which allows us to write the curl of the vector field A as

∇×A = ∇T ×AT +
∂

∂z
(ẑ ×AT ) +∇T × (ẑAz). (2.6)

The first term on the right hand side of Eq. (2.6) is purely longitudinal, whereas the

second and third terms are purely transverse. Using Eq. (2.6), Maxwell’s Eqs. (2.4)

and (2.5) can be broken up into their transverse and longitudinal components. The

result is a set of four equations,

∂

∂z
(ẑ × ẼT ) +∇T × (ẑẼz) = iωµ0H̃T , (2.7)

∇T × ẼT = iωµ0ẑH̃z, (2.8)

∂

∂z
(ẑ × H̃T ) +∇T × (ẑH̃z) = −iωε0εẼT − iωP̃NL

T , (2.9)

∇T × H̃T = −iωε0εẑẼz − iωẑPNL
z . (2.10)

By using Eqs. (2.8) and (2.10) to express the longitudinal components H̃z and Ẽz in

terms of the transverse fields H̃T and ẼT , Eqs. (2.7) and (2.9) can be written purely

in terms of these transverse fields. The result can be summarized in a single operator

equation,

−i
∂

∂z
B̂ ∣ψ⟩ = Â ∣ψ⟩ + ∣V (z)⟩ . (2.11)

In Eq. (2.11) the transverse fields are expressed as a single element of a general vector

space,

∣ψ⟩ =
⎛

⎝

√
ε0 ẼT

√
µ0 H̃T

⎞

⎠
. (2.12)

Equation (2.11) describes how the electromagnetic field will traverse this vector space

as it propagates along the z direction. The operators Â and B̂ are given by [59,60]

Â =
⎛

⎝

ωε
c −

c
ω∇T ×∇T× 0

0 ω
c −

c
ω∇T ×

1
ε∇T×

⎞

⎠
, B̂ =

⎛

⎝

0 −ẑ×

ẑ× 0

⎞

⎠
. (2.13)

∣V (z)⟩ is the perturbative term in Eq. (2.11) and results from the material nonlinear-

ity. It is expressed as

∣V (z)⟩ =
⎛

⎝

ω
√
µ0 P̃NL

T

− i
√
ε0
∇T × (1

ε ẑP̃
NL
z )

⎞

⎠
. (2.14)
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The vector space under consideration is additionally a complex inner-product

space under the definition

⟨ψa∣ψb⟩ =
1

4∬
(ε0Ẽ

a∗
T ⋅ Ẽb

T + µ0H̃
a∗
T ⋅ H̃b

T ) dxdy. (2.15)

The inner product defined by Eq. (2.15) has several important properties. Under its

definition the quantity ⟨ψ∣B̂∣ψ⟩ is directly proportional to the time-averaged power

(P ) of the electromagnetic field flowing in the z direction,

⟨ψ∣B̂∣ψ⟩ =
1

2c∬
Re{(ẼT × H̃∗

T ) ⋅ ẑ} dxdy

=
P

c
. (2.16)

Most importantly for our purposes, under the definition (2.15) operators Â and B̂

are Hermitian. The proof of this result is provided in appendix A.

2.1.2 Waveguide modes as Hermitian eigenvectors

Note that in general the dielectric permitivitty ε can depend on the longitudinal

coordinate, and as a result the operator Â can be a function of z. For the specific

case of traditional dielectric waveguides this is not the case and Â is a constant

operator. The modes of a waveguide can then be written as

∣ψk⟩ = ∣βk⟩ e
iβkz, (2.17)

where βk is the propagation constant of mode ∣βk⟩, which is a solution of an eigenvalue

problem,

Â ∣βk⟩ = βkB̂ ∣βk⟩ . (2.18)

Note that the eigenmodes ∣βk⟩ represent the transverse part of the electric and mag-

netic field mode profiles [e(x, y) and h(x, y), respectively],

∣βk⟩ =
⎛

⎝

√
ε0 eT

√
µ0 hT

⎞

⎠
. (2.19)
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Because both Â and B̂ are Hermitian, the eigenmodes of Eq. (2.18) satisfy the usual

properties of Hermitian eigenvectors [61],

βk = β∗k , (2.20)

⟨βk∣B̂∣βl⟩ = 0 if βk ≠ βl. (2.21)

Strictly speaking, it is only the guided modes that are confined in the transverse

dimensions and therefore elements of the inner-product space. Thus we cannot im-

mediately say that Eqs. (2.20) and (2.21) hold for either evanescently decaying or

radiation modes. Note, however, that Eq. (2.21) is well defined and can be shown to

be valid so long as at least one of the two modes is guided. Thus, guided modes are

orthogonal not only to each other but to all other kinds of modes as well. It has also

been argued that orthogonality condition (2.21) can be considered to hold between

two radiation modes [59,67].

2.1.3 z-dependent perturbation theory

The perturbative theory is formulated by assuming a specific form for the electro-

magnetic field, namely

∣ψ(z)⟩ =∑
m

am(z,ω) ∣βm⟩ . (2.22)

For the sake of simplicity we will consider the sum to be over only the guided modes,

although an integral over the spectrum of radiation modes can also be incorporated in

the field expansion [68]. Using the assumed field solution (2.22) in Maxwell’s equation

(2.11) yields

∑
m

−i
∂am
∂z

B̂ ∣βm⟩ = ∑
m

amÂ ∣βm⟩ + ∣V (z)⟩ (2.23)

= ∑
m

βmamB̂ ∣βm⟩ + ∣V (z)⟩ . (2.24)

Taking the inner product of both sides with ⟨βk∣ and using the orthogonality condition

(2.21) leads to an equation for the amplitude of the kth mode,

∂ak
∂z

= iβkak + i
⟨βk∣V (z)⟩

⟨βk∣B̂∣βk⟩
. (2.25)
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Note that in the absence of the perturbation the solution is ak(z) = ak(0)exp(iβkz) as

expected. Using Eq. (2.14) and the definition for the inner product (2.15), Eq. (2.25)

is rewritten as
∂ak
∂z

= iβkak +
iω

4Nk
∬ e∗(k) ⋅ P̃NL dxdy, (2.26)

where the normalization constant Nk corresponds to the mode power,

Nk =
1

2∬
Re{(e(k) × h∗(k)) ⋅ ẑ} dxdy. (2.27)

In deriving Eq. (2.26) we have made use of the relation ∬ h
∗(k)
T ⋅ ∇T × ẑPNL

z dxdy =

∬ PNL
z ẑ ⋅ ∇T × h

∗(k)
T dxdy, and the fact that the waveguide modes satisfy Eq. (2.10)

for PNL
z = 0.

2.1.4 Time-domain equations

So far the development of the perturbative theory has been entirely in the frequency

domain. For the study of nonlinear phenomena it is more convenient to work in the

time domain in the vast majority of cases. The electromagnetic field state can be

converted to the time domain by an inverse Fourier transform,

∣ψ(z, t)⟩ =
1

2π ∫
∞

−∞

∣ψ(z, ω)⟩ e−iωtdω. (2.28)

This presents a problem since for the frequency domain field in Eq. (2.22) both the

mode amplitudes am and the mode profiles ∣βm⟩ depend on frequency, so the integral

is not easily evaluated. In most cases the frequency dependence of the mode profiles

is weak compared to that of the mode amplitudes and can be neglected, which is

assumed in the following analysis. Note that in some instances this assumption may

need to be revisited, such as in broadband supercontinuum generation where the

mode profile may change appreciably over the field’s spectrum, or near the band edge

of a photonic-crystal waveguide where it is highly dispersive [47].

While the mode expansion in equation (2.22) is over all of the distinct spatial

modes at a given frequency, it can be considered to include distinct spectral modes

as well. Two distinct spectral modes may share a common spatial mode but have

different carrier frequencies and narrow enough spectra that they are non-overlapping

in the frequency domain. The index m in Eq. (2.22) will be considered to run over
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all distinct spatial and spectral modes. Because the amplitudes am are centered at

optical frequencies and vary over distances comparable to an optical wavelength, it is

convenient to define slowly varying amplitudes Ãm by the relation

am(z,ω) =
1

√
Nm

Ãm(z, ω − ωm0 ) eiβ
m
0 z, (2.29)

where ωm0 is the carrier frequency of the mth wave and βm0 = βm(ωm0 ) is its wavevector.

Using Eqs. (2.22), (2.28), and (2.29) the time domain field is written

∣ψ(z, t)⟩ =∑
m

Am(z, t)
√
Nm

∣βm(ωm0 )⟩ ei(β
m
0 z−ω

m
0 t), (2.30)

where Am is the inverse Fourier transform of Ãm and ∣βm(ωm0 )⟩ denotes the mth mode’s

profile evaluated at its carrier frequency. The total optical power of the field can be

calculated by taking a local time average of Eq. (2.16),

P = c ⟨ψ(z, t)∣B̂∣ψ(z, t)⟩

= ∑
m

∣Am(z, t)∣
2
. (2.31)

Thus, the mode amplitudes defined by Eq. (2.29) are convenient not only because they

are slowly varying in space and time, but also because ∣Am∣2 has pysical significance

(it is the optical power in the mth mode). The perturbative Eq. (2.26) can be recast

using definition (2.29) for Am(z,ω) as

∂Ãk
∂z

= i [βk(ω + ω
k
0) − β

k
0 ] Ãk

+
i

4
√
Nk

(ω + ωk0)∬ e∗(k) ⋅ P̃NL(r, ω + ωk0)e
−iβk

0 z dxdy. (2.32)

It will also be convenient to take a Taylor series expansion of the dispersion term,

βk(ω + ω
k
0) =

∞

∑
n=0

βkn
n!
ωn, (2.33)

where βkn = ∂nβk/∂ωn∣ω=ωk
0
. Using expansion (2.33) in Eq. (2.32) and converting to

the time domain yields

∂Ak
∂z

= (
∞

∑
n=1

in+1β
k
n

n!

∂n

∂tn
)Ak

+
iωk0

4
√
Nk

(1 +
i

ωk0

∂

∂t
)∬ e∗(k) ⋅PNL(r, t) e−i(β

k
0 z−ω

k
0 t) dxdy. (2.34)
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Equation (2.34) is the main result of this chapter. It is a rigorous time domain

description of nonlinear phenomena occuring in optical waveguides, and is the theo-

retical basis for chapters 3 and 4. In the remainder of this chapter it is shown that

similar equations can also be derived for the more general cases of waveguides com-

posed of anisotropic and/or magnetic media, or which may have periodicity in the z

direction (i.e. photonic-crystal waveguides).

2.2 Extension to anisotropic media

In the field of photonics there are some important material systems that employ

anisotropic dielectric media (e.g. LiNbO3). In addition, magneto-optical effects (used

to make optical isolators) can be considered to result in an anisotropic electric sus-

ceptibility [69]. In these situations the linear response of the medium is given by

P̃L = ε0
←→χ(r, ω)Ẽ(r, ω), (2.35)

where ←→χ is a 3 × 3 matrix. Maxwell’s Eqs. (2.1) and (2.2) then become

∇× Ẽ = iωµ0H̃, (2.36)

∇× H̃ = −iωε0
←→ε Ẽ − iωP̃NL. (2.37)

In Eq. (2.37) the dielectric permitivitty tensor is ←→ε = I +←→χ , where I is the identity

matrix. For lossless media the dielectric permitivitty tensor is Hermitian [70], i.e.

ε∗ij = εji, (2.38)

which will be assumed in the following analysis.

The analysis that leads to the operator formulation for anisotropic waveguides

follows a similar path as for the isotropic case. In breaking up Maxwell’s equations

into transverse and longitudinal parts, Eqs. (2.4) and (2.5) remain unchanged. The

other two equations are modified to account for the anisotropy,

∂

∂z
(ẑ ×HT ) +∇T × (ẑHz) = −iωε0

⎡
⎢
⎢
⎢
⎢
⎣

←→εT ẼT +
⎛

⎝

ε13

ε23

⎞

⎠
Ẽz

⎤
⎥
⎥
⎥
⎥
⎦

− iωP̃NL
T ,

(2.39)
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∇T × H̃ = −iωε0ẑ [ε33Ẽz + ( ε31 ε32 ) ẼT ] − iωẑPNL
z , (2.40)

where

←→εT =
⎛

⎝

ε11 ε12

ε21 ε22

⎞

⎠
. (2.41)

By solving Eqs. (2.8) and (2.40) for the longitudinal field components and using the re-

sulting expressions in Eqs. (2.7) and (2.39) a pair of equations for the transverse fields

is found and formulated as a single operator equation. The result is that Eq. (2.11)

still holds, however the Â operator and the perturbative term ∣V (z)⟩ both take dif-

ferent forms. As described in appendix A, Â can be written in terms of composite

elements as

Â =
⎛

⎝

Â11 Â12

Â21 Â22

⎞

⎠
. (2.42)

For the isotropic case the off-diagonal elements are equal to zero, whereas for the

anisotropic case this is no longer true. The elements are given by [59,60]

Â11 =
ω

c

⎡
⎢
⎢
⎢
⎢
⎣

←→εT −
1

ε33

⎛

⎝

ε13ε31 ε13ε32

ε23ε31 ε23ε32

⎞

⎠

⎤
⎥
⎥
⎥
⎥
⎦

−
c

ω
∇T ×∇T×, (2.43)

Â12 =
i

ε33

⎛

⎝

ε13

ε23

⎞

⎠
ẑ ⋅ ∇T×, (2.44)

Â21 = −i∇T × ẑ
1

ε33

( ε31 ε32 ) , (2.45)

Â22 =
ω

c
−
c

ω
∇T ×

1

ε33

∇T × . (2.46)

Under the assumption of a Hermitian permitivitty tensor the Â operator remains

Hermitian. The proof of this result is provided in appendix A.

Because Â is also Hermitian for the anisotropic case, the assumptions that led

to Eq. (2.25) are still valid and hence (2.25) still applies. Its meaning, however, is

slightly different since ∣V (z)⟩ takes a slightly different form, namely

∣V (z)⟩ =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ω
√
µ0P̃NL

T − ω
√
µ0

1
ε33

⎛

⎝

ε13

ε23

⎞

⎠
P̃NL
z

− i
√
ε0
∇T × ( 1

ε33
ẑP̃NL

z )

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (2.47)
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Eq. (2.47) differs from (2.14) by an anisotropic contribution and reduces to it in the

case of a scalar ε, as expected. By again making use of the relation ∬ h
∗(k)
T ⋅ ∇T ×

ẑPNL
z dxdy = ∬ PNL

z ẑ ⋅ ∇T ×h
∗(k)
T dxdy, and the fact that the waveguide modes satisfy

(2.40) for PNL
z = 0, it can be shown that the terms depending on the off-diagonal

tensor elements cancel out so that in the case of anisotropic media Eq. (2.25) reduces

to
∂ak
∂z

= iβkak +
iω

4Nk
∬ e∗(k) ⋅PNL dxdy. (2.48)

Thus, the exact same form of the perturbative equation for isotropic media (Eq. (2.26)

holds in the anisotropic case. As a result Eq. (2.34) is also the appropriate time-

domain description of nonlinear phenomena in optical waveguides composed of anisotr-

opic materials.

2.3 Extension to magnetic media

Most materials used in the field of photonics are nonmagnetic. There are, however,

some notable exceptions to this rule. In recent years artificially engineered ‘metamate-

rials’ that have a magnetic response have been developed in order to achieve negative

refraction [71, 72]. In addition, it has recently been demonstrated that commonly

used optical materials exhibit a significant nonlinear magnetic response at particu-

lar resonant frequencies [73]. In this chapter the perturbative theory is extended to

incorporate a magnetic material response.

As for the electric dipole-moment density, a distinction is made between the linear

and nonlinear contributions to the magnetic dipole-moment density,

M̃ = M̃L + M̃NL. (2.49)

It is assumed that the nonlinear contribution is weak enough to have only a per-

turbative effect on the propagation of the field. We will not necessarily make this

assumption about the linear contribution, allowing it to take the form

M̃L(r, ω) =←→χM(r, ω)H̃(r, ω), (2.50)
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where ←→χM is the magnetic susceptibility tensor. With this assumption Maxwell’s

Eqs. (2.1) and (2.2) become

∇× Ẽ = iωµ0
←→µH̃ + iωµ0M̃

NL, (2.51)

∇× H̃ = −iωε0
←→ε Ẽ − iωP̃NL, (2.52)

where ←→µ = I +←→χM is the magnetic permeability tensor. Just as for the permitivitty,

the permeability is assumed to be Hermitian,

µ∗ij = µji. (2.53)

The analysis proceeds in the same manner as for the case of nonmagnetic media. In

breaking Maxwell’s equations into transverse and longitudinal parts it is found that

Eqs. (2.39) and (2.40) result from Eq. (2.52), and that Eq. (2.51) becomes

∂

∂z
(ẑ × ẼT ) +∇T × (ẑẼz) = iωµ0

⎡
⎢
⎢
⎢
⎢
⎣

←→µT H̃T +
⎛

⎝

µ13

µ23

⎞

⎠
H̃z

⎤
⎥
⎥
⎥
⎥
⎦

+ iωµ0M̃
NL
T ,

(2.54)

∇T × ẼT = iωµ0ẑ [( µ31 µ32 ) H̃T + µ33H̃z] + iωµ0ẑM̃
NL
z . (2.55)

By again solving Eqs. (2.40) and (2.55) for the longitudinal field components and using

them in (2.39) and (2.54) Maxwell’s equations for the transverse field components in

anisotropic and magnetic media can also be cast in the form (2.11), except that Â

and ∣V (z)⟩ are both different. Â has component elements that are given by [59,60]

Â11 =
ω

c

⎡
⎢
⎢
⎢
⎢
⎣

←→εT −
1

ε33

⎛

⎝

ε13ε31 ε13ε32

ε23ε31 ε23ε32

⎞

⎠

⎤
⎥
⎥
⎥
⎥
⎦

−
c

ω
∇T ×

1

µ33

∇T×,

Â12 =
i

ε33

⎛

⎝

ε13

ε23

⎞

⎠
ẑ ⋅ ∇T × +i∇T × ẑ

1

µ33

( µ31 µ32 ) ,

Â21 = −i∇T × ẑ
1

ε33

( ε31 ε32 ) −
i

µ33

⎛

⎝

µ13

µ23

⎞

⎠
ẑ ⋅ ∇T×,

Â22 =
ω

c

⎡
⎢
⎢
⎢
⎢
⎣

←→µT −
1

µ33

⎛

⎝

µ13µ31 µ13µ32

µ23µ31 µ23µ32

⎞

⎠

⎤
⎥
⎥
⎥
⎥
⎦

−
c

ω
∇T ×

1

ε33

∇T × . (2.56)
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It can be shown (see appendix A) that in this form Â is Hermitian as well. Thus, the

perturbative Eq. (2.25) applies. ∣V (z)⟩ is given by

∣V (z)⟩ =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ω
√
µ0P̃NL

T − ω
√
µ0

1
ε33

⎛

⎝

ε13

ε23

⎞

⎠
P̃NL
z + i

√
µ0∇T × ( 1

µ33
ẑM̃NL

z )

− i
√
ε0
∇T × ( 1

ε33
ẑP̃NL

z ) +
ω
√
µ0
c M̃NL

T −
ω
√
µ0
c

1
µ33

⎛

⎝

µ13

µ23

⎞

⎠
M̃NL

z

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

(2.57)

Using this form for the perturbation, and Eqs. (2.40) and (2.55), Eq. (2.25) can be

simplified to

∂ak
∂z

= iβkak +
iω

4Nk
∬ e∗(k) ⋅ P̃NL dxdy +

iωµ0

4Nk
∬ h∗(k) ⋅ M̃NL dxdy. (2.58)

The influence of the nonlinear magnetic dipole-moment density is therefore to add

an additional term to the perturbative equation. Following the procedure of section

2.1.4 leads to the time domain version of this equation for the mode-power amplitude

Ak,

∂Ak
∂z

= [
∞

∑
n=1

in+1β
k
n

n!

∂n

∂tn
]Ak

+
iωk0

4
√
Nk

(1 +
i

ωk0

∂

∂t
)∬ [e∗(k) ⋅PNL + µ0h

∗(k) ⋅MNL] e−i(β
k
0 z−ω

k
0 t) dxdy.

(2.59)

2.4 Extension to photonic-crystal waveguides

The casting of Maxwell’s equations into the form given by Eq. (2.11) made no assump-

tions about the type of structure under consideration or the inhomogeneous nature

of its composition, but only on the kinds of materials used to make it. We were able

to formulate the perturbative theory for traditional dielectric waveguides because, for

that specific case, Â was a constant (independent of z). In the case of photonic-crystal

waveguides this is no longer true. In particular, the material properties are periodic
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along the z direction with a period Λ. As a result the operator Â is periodic with

period Λ as well,

Â(z +Λ) = Â(z). (2.60)

In this case there are still guided-mode solutions similar to the ones described by

Eq. (2.17). These are referred to as Bloch modes and can be expressed as

∣ψk⟩ = ∣βk(z)⟩ e
iβkz, (2.61)

where ∣βk(z)⟩ is now a Bloch function that depends on z. More specifically, ∣βk(z)⟩

is periodic with period Λ [74],

∣βk(z +Λ)⟩ = ∣βk(z)⟩ . (2.62)

There are no necessary constraints on the propagation constants βk, but by convention

they are usually ‘mapped’ to the first Brillouin zone so that

−
π

Λ
< βk ≤

π

Λ
, (2.63)

which is assumed here as well. Because ∣βk⟩ depends on z the eigenvalue Eq. (2.18)

that describes the modes of traditional waveguides no longer holds. The appropriate

eigenvalue equation for Bloch modes is [63]

βkB̂ ∣βk⟩ = Â(z) ∣βk⟩ + iB̂
∂

∂z
∣βk⟩ . (2.64)

Because Eq. (2.64) is not a traditional eigenvalue problem for Hermitian operators,

it is not immediately obvious what properties the Bloch modes have. It turns out

that they satisfy the orthogonality condition (2.21) for all z [75]. The simplest way to

demonstrate this is by using the Lorentz reciprocity theorem. The Lorentz reciprocity

theorem, which holds for all of the types of material systems considered so far in this

chapter, follows directly from Maxwell’s equations [68] and states that for any two

solutions of the linear problem (Ẽk, H̃k and Ẽl, H̃l),

∇ ⋅ (Ẽ∗

k × H̃l + Ẽl × H̃∗

k) = 0. (2.65)

Note that by integrating over any volume in space V and applying Gauss’s theorem,

Eq. (2.65) becomes

∯
δV

(Ẽ∗

k × H̃l + Ẽl × H̃∗

k) ⋅ dS = 0, (2.66)
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where the surface integral is over the boundary of V .

Consider the application of Eq. (2.66) to two Bloch modes. The two solutions can

be written in the form

Ẽk = e(k)(r)eiβkz, Ẽl = e(l)(r)eiβlz,

H̃k = h(k)(r)eiβkz, H̃l = h(l)(r)eiβlz. (2.67)

Here e(k) and h(k) are the Bloch mode profiles which are periodic so that, for example,

e(k)(x, y, z +Λ) = e(k)(x, y, z). (2.68)

By choosing the volume V to be a rectangular box with faces along the planes z = z0

and z = z0 +Λ, and taking the limit as the extent of these two faces becomes infinite,

Eq. (2.66) for the Bloch mode solutions (2.67) leads to the relation [75]

(ei(βl−βk)Λ − 1)∬
∞

−∞

(e∗(k) × h(l) + e(l) × h∗(k)) ⋅ ẑdxdy = 0, (2.69)

which from Eq. (2.15) can be demonstrated to be equivalent to

(ei(βl−βk)Λ − 1) ⟨βk∣B̂∣βl⟩ = 0. (2.70)

Because we are assuming that the propagation constants are mapped to the first

Brillouin zone (Eq. (2.63)), this implies the orthogonality condition

⟨βk∣B̂∣βl⟩ = 0 for βk ≠ βl. (2.71)

2.4.1 z-dependent perturbation theory for photonic-crystal

waveguides

The z-dependent perturbation theory must be derived for photonic-crystal waveguides

in a slightly different way. The solution of Eq. (2.11) is assumed to be an expansion

of the Bloch modes,

∣ψ(z)⟩ =∑
m

am(z,ω) ∣βm(z)⟩ . (2.72)

Using (2.72) in (2.11),

∑
m

−i
∂am
∂z

B̂ ∣βm⟩ = ∑
m

am (Â ∣βm⟩ + iB̂
∂

∂z
∣βm⟩) + ∣V (z)⟩

= ∑
m

βmamB̂ ∣βm⟩ + ∣V (z)⟩ , (2.73)
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where we’ve made use of the eigenvalue Eq. (2.64). Taking the inner product from

the left with ⟨βk∣ and using orthogonality condition (2.71) we arrive at the familiar

perturbative equation,
∂ak
∂z

= iβkak + i
⟨βk∣V (z)⟩

⟨βk∣B̂∣βk⟩
, (2.74)

which is identical in form to the one for traditional waveguides (2.25). The meaning

is slightly different since the modes ∣βk⟩ are the Bloch modes that depend on z.

Note that the simplification of Eq. (2.74) to Eqs. (2.34) and (2.59) did not require

that either the mode profiles or the nonlinear dipole moment densities be independent

of z. We conclude that the perturbative Eqs. (2.34) and (2.59) can be generalized to

the case of photonic-crystal waveguides for the various material systems considered

in this chapter.

2.5 Summary

In this chapter a general form of the nonlinear Schrödinger equation was derived

[Eq. (2.34)]. This equation is valid for waveguides with subwavelength dimensions

since it takes into account the vectorial nature of the modes. It was shown that it

applies not only to waveguides composed of isotropic materials, but to waveguides

composed of anisotropic materials as well. In the case of magnetic materials a slightly

modified form of the equation [Eq. (2.59)] was derived that takes into account the

possibility of a nonlinear magnetic response. Finally, both Eqs. (2.34) and (2.59) were

shown to apply to photonic-crystal waveguides, where the mode profiles that appear

in the equations are the Bloch modes of the periodic structure.
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3 Nonlinear propagation in silicon

waveguides: the influence of

subwavelength dimensions

The first study of nonlinear propagation of optical pulses through a silicon waveguide

in the 1.55 µm wavelength regime was reported in 2002 [19]. Kerr-induced spec-

tral broadening and two-photon absorption were clearly observed, and the intensity-

dependent refractive index of silicon was determined to be about two orders of mag-

nitude larger than that of silica. A later study [76] demonstrated that, in addition

to the Kerr effect, a dynamic concentration of electron-hole pairs generated by two-

photon absorption can modify the spectrum of optical pulses when their power levels

are sufficiently high. Since then a number of experimental and theoretical studies

have been performed to further clarify the nature of self-phase modulation in silicon

waveguides [77–85]. Most of these studies have considered the case when only a single

spatial mode of the waveguide is excited, such as occurs for incident pulses that are

linearly polarized at the appropriate angle. Three exceptions are Refs. [83–85], two

of which [84,85] are works by the author that contribute to this chapter and the next.

In this chapter a theory is formulated of nonlinear propagation of arbitrarily-

polarized optical pulses through silicon waveguides. Special attention is paid to

waveguides with subwavelength dimensions. In section 3.1 the governing equations

are derived using the theoretical methodology of chapter 2. The vectorial nature of

the modes is included in the theory and important parameters that determine how

pulses propagate are derived. In section 3.2 the dependence of these parameters on

waveguide dimensions is studied. Section 3.3 summarizes the conclusions drawn in
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this chapter.

3.1 Governing equations

3.1.1 Nonlinear contributions

The theoretical development begins with Eq. (2.34). In the case of silicon waveg-

uides the nonlinear dipole-moment density can be written as a sum of two distinct

contributions,

PNL(r, t) = P(3)(r, t) +P(fc)(r, t), (3.1)

where P(3) results from the third-order susceptibility of silicon and describes the

influence of the Kerr effect and two-photon absorption. P(fc) describes changes in the

refractive index and absorption coefficient resulting from free charge carriers generated

by two-photon absorption. In some cases a third contribution to the nonlinear dipole-

moment density from the Raman interaction should also be included [23,37]. In silicon

the Raman resonance is <1 nm wide and spaced >100 nm away from a pump beam (in

the 1.55 µm wavelength regime) and can therefore be neglected for fields of moderate

spectral width, which will be considered here. In this case P(3) can be written in

terms of the third-order susceptibility tensor χ
(3)
µαβγ and the electric field E as [65]

P
(3)
µ (r, t) =

3ε0

4
∑
α,β,γ

χ
(3)
µαβγ (ω0;ω0,−ω0, ω0) Eα(r, t)E

∗

β(r, t)Eγ(r, t), (3.2)

where the greek subscripts denote the cartesian components of the field and ω0 is the

central frequency of the optical pulse. In the case of silicon the components of the

third-order susceptibility tensor can be written as [23,86]

χ
(3)
µαβγ = χc [

ρ

3
(δµαδβγ + δµβδαγ + δµγδαβ) + (1 − ρ)∑

q

RqµRqαRqβRqγ] , (3.3)

where ρ is an anisotropy parameter. If ρ were equal to 1 then the susceptibility would

have the same form as that of an isotropic medium [87]. This is not the case, however,

and a measurement of ρ ≈ 1.27 over a broad spectral range has been made [86]. In

Eq. (3.3) the matrix elements Rαβ belong to a rotation matrix that maps coordinates

from the crystallographic system into the one used to describe the waveguide modes.
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For cleaving convenience it is common to fabricate waveguides so that the direction

of propagation (i.e. the z-axis) is along the crystallographic [1 1 0] direction, which

is assumed in this chapter. The rotation matrix can then be expressed as

⎛
⎜
⎜
⎜
⎝

R11 R12 R13

R21 R22 R23

R31 R32 R33

⎞
⎟
⎟
⎟
⎠

=
1

√
2

⎛
⎜
⎜
⎜
⎝

1 0 −1

−1 0 −1

0
√

2 0

⎞
⎟
⎟
⎟
⎠

. (3.4)

The coefficient χc in Eq. (3.3) is the element χ
(3)
1111 in the crystallographic coordinate

system and is given by [65,87]

χc =
4

3
ε0cn

2
0n2(1 + ir), r =

βTPA
2k0n2

, (3.5)

where n2 is the intensity dependent refractive index and βTPA is the two-photon

absorption coefficient. Measurements of these parameters have been reported by

a number of research groups and vary over a considerable range [19, 76, 79, 88, 89].

Many of these reported values are not more than estimates, however, with the two

exceptions (in the author’s opinion) being the z-scan measurements from Refs. [88,89].

Here we will use the values from Ref. [89] and take n2 = 2.5×10−18 m2/W and βTPA =

0.45 cm/GW. With these values r ≈ 0.25 in Eq. (3.5) at the 1.55 µm wavelength.

When free electron-hole pairs are generated in silicon the refractive index is re-

duced by the resulting plasma effect, and the absorption coefficient is enhanced. This

change in refractive index ∆nfc and absorption coefficient ∆αfc leads to a free-carrier

induced dipole-moment density,

P(fc)(r, t) = 2ε0n0 [∆n
fc + (i/2k0)∆α

fc]E(r, t). (3.6)

For silicon these changes can be expressed in terms of the number density of free

carriers N(r, t) generated at any point in the medium using a semi-empirical model

[90]

∆αfc = σaN, (3.7)

∆nfc = −σenN − (σhnN)4/5, (3.8)

where σa = 14.5 × 10−18 cm2, σen = 8.8 × 10−22 cm3, and σhn = 4.6 × 10−22 cm3.
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3.1.2 Coupled TE and TM mode amplitude equations

A given waveguide may be able to support a large number of spatial modes that

all must be taken into account for an accurate description. The number of modes

supported by a given waveguide depends on its dimensions, and waveguides with

dimensions smaller than or comparable to the effective wavelength in the core material

typically support a small number of modes. Often only the fundamental TE and TM

modes are supported, and in other cases a small number of higher-order modes may

be supported in addition to these two. In experimental situations where a lens is used

to focus the optical pulses into the waveguide from free space the relative excitation

of these higher-order modes is relatively weak as a result of their asymmetric spatial

structure [91]. Thus it is often the case that only the fundamental TE and TM modes

need to be taken into account for an accurate theoretical description, which is the

approach taken here. With this assumption the transverse part of the electric field

is determined from Eqs. (2.30) and (2.19). The most accurate expression for the

longitudinal electric field component would then be obtained from Eq. (2.10), which

presents a complication because Eq. (2.10) contains a component of the perturbing

dipole-moment density, P̃NL
z . However, since this term is perturbative in nature (and

hence relatively weak) it can be neglected in the solution for Ez, leading to the overall

electric field solution

E(r, t) ≈
A1(z, t)
√
N1

e(1)(x, y) ei(β
(1)
0 z−ω0t) +

A2(z, t)
√
N2

e(2)(x, y) ei(β
(2)
0 z−ω0t), (3.9)

where 1 and 2 denote the fundamental TE and TM modes, respectively. The coupled

nonlinear Schrödinger equations are then derived from Eq. (2.34), with the nonlinear

dipole-moment density given by Eqs. (3.1), (3.2), and (3.6), and the electric field

given by Eq. (3.9). The result is the following:

∂Ak
∂z

=
⎛

⎝

∞

∑
n=1

in+1β
(k)
n

n!

∂n

∂tn
⎞

⎠
Ak + T

k
3o + T

k
fc, (3.10)
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where

T k3o = ∑
lmn

3iω0ε0

16(NkNlNmNn)
1/2
AlA

∗

mAn e
i∆βklmnz

× ∑
µαβγ
∬ χ

(3)
µαβγe

∗(k)
µ e

(l)
α e

∗(m)
β e

(n)
γ dxdy, (3.11)

T kfc =∑
l

i
ω0ε0n0

2(NkNl)
1/2
Al e

i(β
(l)
0 −β

(k)
0 )z

×∬ [∆nfc + (i/2k0)∆α
fc]e∗(k) ⋅ e(l) dxdy. (3.12)

The indices k, l, m, and n take on the values 1 and 2 for the two modes under

consideration. The terms (3.11) and (3.12) can be greatly simplified in most practical

situations. Since most silicon waveguides exhibit a large birefringence, only three of

the eight terms in (3.11) typically need to be taken into account as the rest are not

phase matched. Similarly, only the term for which l = k in Eq. (3.12) coherently affects

propagation in the presence of strong birefringence and the other can be dropped.

Alternatively, even if the birefringence is weak many of the terms in the sums in

(3.11) and (3.12) will evaluate to zero if the waveguide exhibits a reflection symmetry

in either the x or y directions. In this case Eq. (3.10) for each of the two modes

reduces to

∂A1

∂z
=

⎛

⎝

∞

∑
n=1

in+1β
(1)
n

n!

∂n

∂tn
⎞

⎠
A1 + iγ11(1 + ir)∣A1∣

2A1 + iγ12(1 + ir)∣A2∣
2A1

+ iγ
′

12(1 + ir)A
2
2A

∗

1e
−2ik0∆nz + (ik0∆nfc1 −

∆αfc1

2
)A1 −

α1

2
A1,

(3.13)

∂A2

∂z
=

⎛

⎝

∞

∑
n=1

in+1β
(2)
n

n!

∂n

∂tn
⎞

⎠
A2 + iγ22(1 + ir)∣A2∣

2A2 + iγ12(1 + ir)∣A1∣
2A2

+ iγ
′

12(1 + ir)A
2
1A

∗

2e
2ik0∆nz + (ik0∆nfc2 −

∆αfc2

2
)A2 −

α2

2
A2.

(3.14)
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3.1.3 Nonlinear parameters

Third-order nonlinear parameters

The nonlinear (γ) parameters in Eqs. (3.13) and (3.14) are given by

γ11 =
n2

0Γ2
1

n2
1a1

η11k0n2, γ22 =
n2

0Γ2
2

n2
2a2

η22k0n2,

γ12 =
2n2

0Γ1Γ2η12k0n2

n1n2 (a1a2)
1/2

, γ
′

12 =
n2

0Γ1Γ2η
′

12k0n2

n1n2 (a1a2)
1/2

, (3.15)

where k0 = 2π/λ is the freespace wavevector, nk is the effective index of mode k, and

n0 is the refractive index of silicon. The terms in Eqs. (3.15) measure properties of

a waveguide mode or how it interacts with the material nonlinearity. The effective

mode area is defined as

ak =
(∬ ∣e(k)∣2dxdy)

2

∬ (∣e(k)∣2)
2
dxdy

, (3.16)

and quantifies the cross-sectional area of the mode. In the special case that the

mode profiles are scalar quantites, or can be approximated as scalar quantities, the

definition of the effective mode area in Eq. (3.16) reduces to the one commonly used

in nonlinear fiber optics [29].

Γk is a unitless quantity that will be referred to as a longitudinal enhancement

factor. It is defined as

Γk =
∬ ∣e(k)∣2dxdy

∬ ∣e
(k)
T ∣2 + (β(k))−1Im{e

(k)
T ⋅ ∇T ek∗z }dxdy

. (3.17)

For purely transverse fields Γk = 1. In the presence of a significant longitudinal field

component Γk deviates from this value, and, as will be shown in section 3.2, exceeds 1.

Thus, a strong longitudinal field component enhances the nonlinearity experienced by

a mode. This conclusion will be revisted in section 3.1.4 where a physical explanation

of this phenomenon is discussed.

The interaction of a given mode with the material nonlinearity is measured by

the unitless parameters ηlm, which will be referred to as nonlinear overlap factors.
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They are defined by overlap integrals of the waveguide modes with the third-order

susceptibility tensor,

ηlm = ∑
µαβγ

χ−1
c ∬ χ

(3)
µαβγe

∗(l)
µ e

(l)
α e

∗(m)
β e

(m)
γ dxdy

[∬ (∣e(l)∣2)
2
dxdy∬ (∣e(m)∣2)

2
dxdy]

1/2
, (3.18)

η
′

12 = ∑
µαβγ

χ−1
c ∬ χ

(3)
µαβγe

∗(1)
µ e

(2)
α e

∗(1)
β e

(2)
γ dxdy

[∬ (∣e(1)∣2)
2
dxdy∬ (∣e(2)∣2)

2
dxdy]

1/2
. (3.19)

In optical fibers ηmm ≈ 1, and η12 ≈ 1/3.

Free-carrier parameters

The subscript on the quantities ∆nfck and ∆αfck indicate that they depend on the

properties of the kth mode, and are evaluated as overlap integrals with the free-

carrier-induced changes in refractive index and absorption,

∆nfck =
n0

nk
Γk
∬ ∆nfc(x, y)∣e(k)∣2dxdy

∬ ∣e(k)∣2dxdy
, (3.20)

∆αfck =
n0

nk
Γk
∬ ∆αfc(x, y)∣e(k)∣2dxdy

∬ ∣e(k)∣2dxdy
. (3.21)

As indicated by the semi-empirical model of Eqs. (3.8), the free-carrier-induced changes

are determined entirely by their number density N(r, t). In general N obeys the fol-

lowing equation at any location within the silicon region of the waveguide [92]:

∂N

∂t
= G(r, t) +Dα∇

2N −
N

τ ′fc
. (3.22)

In Eq. (3.22) G is the generation rate of electron-hole pairs that results from two-

photon absorption, Dα is the ambipolar diffusion coefficient, and τ ′fc is the free-

carrier lifetime of bulk silicon. Solving Eq. (3.22) is complicated by the fact that free

carriers undergo much higher rates of recombination at the waveguide boundaries [93].

In order to circumvent this difficulty a simplifying assumption will be made in the

analysis. The free-carrier density will be assumed to be spatially uniform throughout

the silicon region and the enhanced recombination rate from the waveguide boundaries

will be assumed to simply decrease the carrier lifetime. This assumption neglects
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carrier diffusion, which causes the spatial profile of N to change in time, and hence

contributes to temporal changes in the effective mode index [Eq. (3.20)]. The time

period Tdiff over which these diffusion-induced changes in effective index occur can be

estimated by

Tdiff =
(∆x)2

16 ln(2)Dα

, (3.23)

where ∆x is half of the smallest waveguide dimension (usually the waveguide height).

Physically, Tdiff is the time it takes for an electron-hole pair generated in the center of

the waveguide to diffuse to the waveguide boundary. Eq. (3.23) was derived using the

Gaussian impulse response of the diffusion equation [Eq. (3.22) without the generation

and recombination terms]. Using Dα ≈ 10 cm2/s from Ref. [94] and ∆x ≈ 200 nm gives

an estimate of Tdiff ≈ 3.6 ps. Thus, for pulse widths that are comparable to 3.6 ps

these diffusion-induced index changes may have an influence. Their contribution to

the dynamic index change is expected to be negligible compared to the contributions

from generation and recombination. A more detailed study is needed to verify how

accurate this expectation is, but such a study will not be performed here. In this

chapter the simplifying assumption will be taken as a reasonable approximation even

for pulse widths comparable to Tdiff . Its application leads to

dN

dt
= G −

N

τfc
, (3.24)

where τfc is not the carrier lifetime of the bulk material but an effective lifetime

for the waveguide that can be determined empirically. Typically τfc is ∼1 ns. The

generation rate from two-photon absorption is given by

G =
r

Ach̵ω0

(γ11∣A1∣
4 + γ22∣A2∣

4 + 2γ12∣A1A2∣
2) , (3.25)

where Ac is the cross-sectional area of the waveguide (width×height). With the ap-

proximation that the free-carrier density is uniform in the silicon region, the effective

changes in the modal index and absorption in Eqs. (3.20) and (3.21) reduce to

∆nfck = Πk∆n
fc, (3.26)

∆αfck = Πk∆α
fc, (3.27)
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where the index enhancement factor Πk depends on the properties of the mode,

Πk = Γk
n0

nk

∬Si ∣e
(k)∣2 dxdy

∬ ∣e(k)∣2 dxdy
, (3.28)

and the integration in the numerator is over the silicon core. Taken together, Eqs. (3.8)

and (3.24)-(3.28) provide a complete description of the influence of free carriers.

Note that the theory of this section has been developed entirely in terms of the

electric field e(x, y). The magnetic field h(x, y) was eliminated from the equations

by the relation

Nk =
β
(k)
0

2ω0µ0
∬ ∣e

(k)
T ∣2 + (β

(k)
0 )−1Im{e

(k)
T ⋅ ∇T e

∗(k)
z } dxdy, (3.29)

which can be derived by applying Eq. (2.7) to definition (2.27).

3.1.4 A physical explanation for longitudinal enhancement

of nonlinearity

According to Eqs. (3.15) the presence of a significant longitudinal electric field compo-

nent enhances the waveguide’s nonlinearity via the longitudinal enhancement factor,

Γk. It is not immediately obvious why this should be the case. Consider the following

expression for the group velocity of the kth mode (vkg = 1/β
(k)
1 ) [68, 95] :

vkg =

1
2 ∬ Re{(e

(k)
T × h

∗(k)
T ) ⋅ ẑ} dxdy

1
4 ∬ µ0 ∣h(k)∣

2
+ ε0ε ∣e(k)∣

2
dxdy

. (3.30)

The numerator of the right hand side of Eq. (3.30) is the optical power, and the de-

nominator is the electromagnetic energy per unit distance. Equation (3.30) therefore

states that the group velocity is equal to the velocity at which energy flows. Sig-

nificant for our purposes is that the optical power depends only on the transverse

field components whereas the energy density depends on all of the field components.

An enhancement of the longitudinal electric field component therefore increases the

energy density but has no effect on the optical power. Thus, enhancement of ez is

correlated with a reduction of the group velocity. Longitudinal enhancement of the

nonlinearity can therefore be understood as a slow-light enhancement of nonlinearity,

a phenomenon that was first noted for silicon waveguides in Ref. [37].
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3.1.5 Comparison with other theories in the literature

In the case that only one mode is excited [e.g. if A2 = 0 in Eqs. (3.13) and (3.14)]

then a comparison can be made between the theoretical formalism developed here

and other theories in the literature that also take into account the vectorial nature of

the waveguide modes. Reference [37] presents such a theory for describing the Raman

interaction between a pump wave and a Stokes wave, each propagating in a single

spatial mode of a silicon waveguide. Their theory takes into account the Kerr effect,

two-photon absorption, free carrier nonlinearities and the Raman interaction. In the

special case where the Stokes wave is not present their theory can be shown to be

in agreement with the one presented here. In Ref. [37] expressions for the nonlinear

parameters are formulated in a different (but equivalent) way, and a demonstration

of this equivalence requires theorems regarding waveguide modes that can be found,

for example, in Ref. [68].

Another study of nonlinear propagation that takes into account the vectorial na-

ture of waveguide modes is presented in Ref. [41]. The emphasis of that study was

on glass waveguides and free-carrier effects were not taken into account. Expressions

(3.15) agree with the nonlinear parameters derived in that work if we take ρ = 1 in

Eq. (3.3). If we further make the scalar approximation Eqs. (3.15) reduce to the

familiar expressions from nonlinear fiber optics [29].

3.2 Dependence of waveguide parameters on de-

vice dimensions

The theoretical model developed in section 3.1 clarifies the relevant parameters that

determine how an optical field will propagate through a silicon waveguide. In this

section we seek to understand how device geometry will influence propagation by

studying how these parameters depend on waveguide dimensions, particularly in the

subwavelength regime. In 3.2.1 the dependence of the dispersion parameters of the

fundamental TE and TM modes on waveguide dimensions is studied, with an empha-

sis on dispersion engineering in the subwavelength regime. In 3.2.2 the dependence

of nonlinear parameters on waveguide dimensions is considered.
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The calculations presented in this section use the numerical method of Ref. [96] for

determining the propagation constants (β(k)) as well as the vectorial mode profiles

[e(k)(x, y)]. By calculating the propagation constants at multiple wavelengths and

numerically differentiating, the dispersion parameters β
(k)
n are determined. The mode

profiles are used to numerically calculate the various nonlinear parameters discussed in

section 3.1. The numerical technique of Ref. [96] is a finite-difference method, meaning

that it partitions the cross-sectional geometry of the waveguide into a number of

rectangular regions over a finite calculation window. In the calculations the numerical

step size in the waveguide core ranges from 3-20 nm, depending on the waveguide

dimensions considered. The step size is increased on the outside edge of the cladding

region in order to increase the size of the calculation window. The resulting window

ranges in size from 6.3-42 µm, depending on the waveguide geometry. One of the

downsides of the numerical technique is that it does not provide any rigorous criteria

for whether or not a given mode exists. However, if the area of the calculation window

is much larger than the effective mode area calculated from Eq. (3.16) and the effective

index is larger than the cladding index, it can be concluded that the mode found by

the numerical technique really exists.

Rectangular silicon waveguides are considered here as depicted in Fig. 3.1. It

is common in experiments to employ either waveguides that are exposed to air on

top [102], or which are surrounded on all sides by silica [101], but we will consider

only the latter since they are less sensitive to environmental influence and therefore

more likely to be used in future applications. The results obtained, however, apply

qualitatively to other geometries as well. The material dispersion of silicon and silica

are both taken into account using Sellmeier relations from Ref. [32].

3.2.1 Dispersion parameters

Dispersion parameters play an important role in nonlinear processes in silicon waveg-

uides, particularly for those involving widely separated frequencies such as four-wave

mixing and supercontinuum generation [97–99]. It was noted as early as 2004 that

when cylindrical silicon wires have subwavelength dimensions both the group index

(ng = c/vg = cβ1) and group-velocity dispersion parameter (β2) take on large values

and depend strongly on the wire diameter [100]. Some early studies of dispersion
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Figure 3.1: Schematic of the waveguide geometry. The silicon core is surrounded on

all sides by silica. The TE and TM modes have dominant polarization components

along the x and y directions, respectively.

engineering in rectangular silicon waveguides also noticed this strong dependence of

dispersion parameters in the subwavelength regime [101,102], although not much at-

tention was paid to this phenomenon as the focus of these studies was either obtaining

anomalous dispersion in the 1.55 µm wavelength regime [101, 103] or developing ex-

perimental techniques for measuring these parameters [101,102,104,105]. A work by

the author [106] studied this phenomenon in more detail for rectangular waveguides

and contributes to this section.

Polarization-mode dispersion

Figure 3.2(a) plots the group index of the TM mode nTMg versus waveguide width

and height for a free-space wavelength of 1550 nm. The group index of the TM

mode depends strongly on the waveguide height but only weakly on its width. For

a relatively large height nTMg ≈ 3.7, but as the height is reduced to the effective

wavelength inside the core material (λ/n0 ≈ 440 nm) it begins to increase dramatically.

When the height approaches 300 nm the group index peaks at about 4.5 and then

decreases significantly with further reduction. The results in Fig. 3.2(a) are in good

agreement with the experimental measurements of group index reported in Refs.

[101,105].

Note that, as a result of an inherent symmetry in the device, the dependence of the

group index of the TE mode is identical to the plot of Fig. 3.2(a) when the waveguide

width and height are interchanged. Excepting the special case of perfectly square
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Figure 3.2: Dependence of (a) the group index of the TM mode and (b) The differ-

ential group delay between the TE and TM modes on waveguide dimensions at the

1550 nm wavelength.

waveguides, this implies that the fundamental TE and TM modes will propagate at

different speeds. This phenomenon is known as polarization-mode dispersion (PMD).

PMD is characterized by the differential group delay (DGD), which is defined as

βTM1 − βTE1 and is the temporal walk-off per unit distance between the TE and TM

modes. The DGD is plotted in Fig. 3.2(b) versus waveguide width and height. Note

that, as expected, it is identically zero for square waveguides of any dimension. For

non-square rectangular waveguides (most commonly employed) it is relatively small

when dimensions are larger than λ/n0. This situation is changed as, for example,

the waveguide height is reduced below λ/n0 and reaches a local maximum larger

than 2 ps/mm when the height is near 300 nm. Further reduction of the waveguide

height causes the DGD to drop dramatically back to zero and then to negative values.

Perhaps most striking about this behavior from an experimental point of view is that

the DGD can become practically significant since typical pulse widths used are of the

order of 1 ps and typical waveguide lengths are of the order of 1 mm. As a result, the

DGD of waveguides with subwavelength dimensions can induce dramatic changes in

the polarization properties of optical pulses. This will be studied in more detail in

chapter 4.
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Group-velocity dispersion

The higher order dispersion parameters (βn, where n ≥ 2) can be collectively referred

to as group-velocity dispersion (GVD) parameters. Of these, β2 has the most influence

on the optical field. Figures 3.3(a) and 3.3(b) plot β2 for the fundamental TE and

TM modes (βTE2 and βTM2 , respectively) versus waveguide width and height at a free-

space wavelength of 1550 nm. The results are in good agreement with the measured

values reported in Ref. [101]. For waveguides with dimensions > 800 nm the GVD

is relatively small and normal (β2 > 0) for both modes. As the waveguide width is

reduced below 800 nm the dispersion of the TE mode becomes anomalous (βTE2 < 0)

and remains relatively small until the width approaches λ/n0. For waveguide widths

< 300 nm the dispersion becomes both normal and extremely large, and values of βTE2

as high as 25 ps2/m can be reached. Note that, as expected, the dependence of βTM2

on waveguide height is identical to the dependence of βTE2 on waveguide width.

The propagation of femtosecond pulses in silicon waveguides is highly sensitive

to whether β2 > 0 or β2 < 0, and soliton-like behavior can be observed in the latter

case [99, 107]. Other kinds of nonlinear phenomena, such as four-wave mixing and

supercontinuum generation, are highly sensitive to having one or more dispersion

parameters extremely small or zero [97–99]. For these reasons it is useful to consider
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Figure 3.3: Group-velocity dispersion parameters of (a) the TE and (b) the TM

modes versus waveguide dimensions (λ = 1550 nm).
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the waveguide geometries for which dispersion parameters are equal to zero. Figure

3.4(a) shows contours in the width-height plane along which βTE2 , βTE3 , or βTE4 vanish.

The tongue-shaped contour (solid line) represents the geometries for which βTE2 = 0.

Inside of this region the GVD is anomalous, and outside of this region it is normal.

Dashed and dashed-dotted curves similarly delineate the regions above which βTE3 > 0

and βTE4 < 0, respectively.

The bandwidth of devices based on four-wave mixing does not depend on β3, but

depends primarily on the values of β2 and β4 [29]. For maximizing the bandwidth, the

values of both of these parameters should be near to zero. Figure 3.4(a) demonstrates

that a single waveguide geometry exists that meets this requirement, namely one with

a width ≈ 710 nm and a height ≈ 265 nm. This explains the results of Ref. [97]. In that

study, four different waveguide geometries were used in a four-wave mixing experiment

with a pump wavelength at 1550 nm. The effective bandwidth observed in the TE

mode correlated with how close the device geometry was to the optimal one indicated

by Fig. 3.4(a). The waveguide geometry closest to this optimal one had a width of

650 nm and a height of 300 nm and exhibited the largest bandwidth of those studied

in the experiment. This same research group later realized that such an optimal
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Figure 3.4: (a) Contours in the (width, height) plane along which various dispersion

parameters vanish for the TE mode at the 1550 nm wavelength. (b) Dispersion curves

for various waveguide geometries which lie along the βTE3 = 0 contour in (a).
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geometry exists, and reported frequency conversion over two-thirds of an octave by

using it [98]. The device they used had a width of 700 nm and a height of 300 nm,

which is different from the one indicated by Fig. 3.4(a) because their waveguide was

slightly ribbed and not perfectly rectangular.

Another interesting geometry is the one with a width of 504 nm and a height

of 208 nm. For this geometry βTE2 and βTE3 simultaneously vanish, indicating that

βTE2 is near zero over a broad spectral region centered at 1550 nm. This is shown

in Fig. 3.4(b) where βTE2 is plotted for this geometry over a range of wavelengths,

indicating that it is vanishingly small over a spectral region at least 100 nm wide. Also

plotted in Fig. 3.4(b) is βTE2 for a number of other ‘dispersion-flattened geometries’

lying along the βTE3 = 0 contour. The waveguide can be engineered to have a range

of either normal or anomalous nominal values over a broad spectral region centered

at 1550 nm. Similar designs can be found for other spectral regions by reproducing a

βTE3 = 0 contour like the one of Fig. 3.4(a) at the desired wavelength.

3.2.2 Nonlinear parameters

Third-order nonlinearity

In section 3.2.1 it was found that the dispersion parameters of a mode depend strongly

on the waveguide dimension that is parallel to its primary polarization direction but

only weakly on the orthogonal dimension. By contrast, the overall nonlinear (γ) pa-

rameter depends only weakly on the dimension along which it is polarized and strongly

on the orthogonal one. This is evident in Fig. 3.5 where the nonlinear parameters for

the fundamental TE (γ11) and TM (γ22) modes of the waveguide depicted in Fig. 3.1

are plotted versus width and height. As can be seen from Fig. 3.5(a), γ11 depends

strongly on the waveguide height but only weakly on its width. Because of an in-

herent symmetry the dependence of γ22 in Fig. 3.5(b) is qualitatively similar except

that the roles of width and height are reversed. Note that, as a result of nonlinear

anisotropy, this is only a qualitative similarity and there are quantitative differences.

The underlying reason why the nonlinear parameters depend on waveguide dimen-

sions as they do is the polarization dependence of modal confinement. Conceptually,

the confinement of a mode to the core depends strongly on the waveguide dimension



42

500
1000 200 400 600 800 1000

0

50

100

150

Waveguide Height (nm)

Width (nm)

γ
1
1

(W
−
1

m
−
1
)

(a)

500
1000 200 400 600 800 1000

0

50

100

150

Waveguide Height (nm)

Width (nm)

γ
2
2

(W
−
1

m
−
1
)

(b)

Figure 3.5: Overall nonlinear parameters of (a) the TE and (b) the TM modes versus

waveguide dimensions (λ = 1550 nm).

along which it is polarized. This is evident from Fig. 3.6(a) where the effective mode

areas of the TE and TM modes are plotted versus waveguide height for a fixed width

of 500 nm. The effective area of the TE mode (dashed curve) scales proportionately

with the waveguide height (and hence to the cross-sectional waveguide area). The

effective area of the TM mode, however, only exhibits this behavior for waveguide

heights ≳ λ/n0. As the waveguide height is reduced below λ/n0 the effective area

begins to increase as it looses its confinement to the core and evanesces into the

cladding.

Other parameters in Eqs. (3.15) that are directly related to modal confinement

are the nonlinear overlap factors (ηlm). A mode that is tightly confined to the core

material will have a nonlinear overlap factor ≈ 1. To the extent that a mode evanesces

into the silica cladding its overlap factor will be reduced from 1 since the nonlinearity

of silica is about two orders of magnitude weaker than that of silicon. Figure 3.6(b)

shows this to be the case. Here the η parameters are plotted versus waveguide height

for the fixed width of 500 nm. For a height ≳ λ/n0 both η11 and η22 are close to 1. As

the height is reduced below λ/n0, η22 begins to decrease rapidly and becomes as small

as ∼0.2 when the waveguide height approaches a value at which the TM mode can no

longer be considered to exist (at ∼ λ/2n0). η11, by contrast, remains relatively close

to 1 as the TE mode is tightly confined to the core even for subwavelength waveguide
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Figure 3.6: Various parameters contributing to the overall nonlinear (γ) parameters

versus waveguide height when the width is fixed at 500 nm. (a) The effective mode

areas of Eq. (3.16) for the TE and TM modes; (b) the nonlinear overlap factors of

Eqs. (3.19); (c) The longitudinal enhancement factors of Eq. (3.17) and the effective

mode indices; (d) The overall nonlinear parameters given by Eqs. (3.15). All of these

plots are at the 1550 nm wavelength.

heights. Notice that, even when the waveguide is square (height = 500 nm), η11 is

larger than η22 by about 15 % as a result of the nonlinear anisotropy of silicon [86].

Whereas a2 and η22 both act to reduce the TM mode’s nonlinearity for subwave-

length heights, the longitudinal enhancement factor Γ2 and effective mode index n2

both act to enhance it. These are plotted in Fig. 3.6(c) for both the TE and TM

modes. When the waveguide height ≳ λ/n0 both of the longitudinal enhancement
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factors (Γ1 and Γ2) are ≈ 1. As the waveguide height is reduced to the subwavelength

regime, Γ2 increases as a result of an enhanced longitudinal field component. Figure

3.6(c) indicates that this enhancement can be by as much as 60 %. Also indicated by

Fig. 3.6(c) is that the TM mode’s effective index n2 begins to drop off rapidly when

the height < λ/n0. Physically, when the TM mode evanesces into the cladding it has

a greater degree of overlap with the lower-index material in the waveguide (silica in

this case), causing a reduction in its effective index. Since the nonlinear parameter

γ22 is directly proportional to 1/n2
2 and Γ2

2 both of these parameters enhance it in the

subwavelength regime.

Since, in the subwavelength regime, the effective mode area and nonlinear overlap

factor both act to reduce the nonlinearity whereas the longitudinal enhancement

factor and effective index both act to enhance it, their overall influence is determined

by their cumulative effect. Figure 3.6(d) shows the overall dependence of the nonlinear

parameters on waveguide height. As the waveguide height is reduced below λ/n0, γ22

initially continues to increase as a result of an increasing longitudinal enhancement

factor and decreasing effective mode index. When the height reaches about 300 nm

the evanescence of the mode into the cladding becomes the dominant effect and

ultimately reduces the nonlinear parameter. The TE mode’s nonlinear parameter, γ11,

monotonically increases throughout this reduction as a result of its tight confinement

to the silicon core and decreasing effective area.

Free-carrier nonlinearity

The influence of free carriers that have been generated by two-photon absorption also

depends on waveguide dimensions. According to Eqs. (3.26)-(3.28) this influence can

be characterized by the index enhancement factor, Πk, which is plotted in Fig. 3.7

versus waveguide height for the TE and TM modes. For heights > 300 nm, the

proportionality constants are relatively independent of waveguide dimensions and

approximately equal for the two modes. When the waveguide height is reduced to

< 300 nm, the TM mode’s index enhancement factor begins to drop off dramatically

as it evanesces into the cladding and overlaps only weakly with the free carriers

concentrated in the core. The implication of this is that, for subwavelength heights,

free carriers change not only the refractive index but also the waveguide birefringence.
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Figure 3.7: Free-carrier index enhancement factors of Eq. (3.28) for the TE and TM

modes versus waveguide height for a fixed width of 500 nm at the 1550 nm wavelength.

This change in birefringence is given by (Π1 −Π2)∆nfc and can be as much as 30%

of the overall change in refractive index according to Fig. 3.7.

3.3 Summary

In this chapter a comprehensive theory of nonlinear propagation in silicon waveguides

was developed, which incorporates the polarization dependence of the optical field by

describing the coupling that can occur between the TE and TM modes and is valid

for waveguides with subwavelength dimensions since it takes into account their vec-

torial nature. The Kerr effect, two-photon absorption, and free-carrier nonlinearities

are included, as well as linear effects such as PMD and GVD. It was found that

propagation parameters have a dramatic dependence on waveguide dimensions in the

subwavelength regime. Linear parameters describing PMD and GVD were found to

be highly sensitive to the waveguide dimension along which a mode is dominantly po-

larized, but only weakly dependent on the orthogonal dimension. The dependence of

a mode’s overall nonlinear parameter (γ) was found to be opposite to that of its linear

parameters, being sensitive to the waveguide dimension orthogonal to its polarization

direction but exhibiting a relatively weak dependence on the parallel dimension. By

studying the individual factors contributing to the overall nonlinear parameters inde-

pendently it was found that they each, like the linear parameters, depend strongly on
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the parallel dimension and weakly on the orthogonal one. Because they have a com-

peting influence on the mode’s overall nonlinear parameter this strong dependence of

the modal properties on the parallel dimension is veiled when only the γ parameters

are considered.
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4 Nonlinear propagation in silicon

waveguides: polarization effects

Polarization effects were largely ignored in studies of nonlinear optics in silicon waveg-

uides until 2009 [108]. At that time it was realized that if a probe beam is made to

propagate in both the TE and TM modes, rather than in only a single spatial mode,

then a linearly polarized pump beam can modulate its polarization state through

cross-phase modulation. When combined with an analyzer at the waveguide output

this configuration becomes an all-optical switch. This concept was later demonstrated

experimentally [91], and also analyzed in more detail theoretically [109, 110]. Stud-

ies of self-phase modulation incorporating the polarization properties of the field in

silicon waveguides [83–85] as well as bulk silicon [110, 111] have also been reported

recently. Of these two were works of the author [84,85] and contribute to this chapter.

This chapter presents an experimental and theoretical study of polarization effects

related to self-phase modulation in silicon waveguides. In chapter 3 it was determined

that waveguides having a dimension smaller than the effective wavelength (λ/n0) can

have significantly different properties than their larger counterparts. In particular,

when only one dimension is smaller than λ/n0, both the linear and nonlinear prop-

erties can become significantly different between the TE and TM modes. This can

lead to significant PMD, as well as significantly different GVD, Kerr nonlinearity,

and free-carrier nonlinearity. For the geometries considered in this chapter it is the

influence of a strong waveguide-induced PMD which will have the most impact on

self-phase modulation. In section 4.1 the experimental setup is described. Section 4.2

presents a study of the combined influence of PMD and self-phase modulation on the

spectral properties of optical pulses in silicon waveguides. Section 4.3 considers the
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influence of PMD on the temporal properties of an optical pulse undergoing self-phase

modulation.

4.1 Experimental setup

The silicon waveguides used in the experiments are designed to have a width of 600 nm

and a height of 400 nm. They’re fabricated from a 400 nm thick layer of silicon resting

on a 3 µm thick layer of silicon dioxide, and are left exposed to air on top (the inset

of Fig. 4.1 shows the device geometry). They were patterned using electron-beam

lithography and cut using reactive-ion etching, and their input and output facets are

equipped with inverse-taper polymer mode converters for improved coupling efficiency.

The waveguides are from the same chip used in Ref. [91] and further details of their

fabrication can be found there. The propagation losses were estimated as 10±2 dB/cm

for both the TE and TM modes [91]. Two different waveguides were used in the

experiments, having lengths of 3 mm and 8 mm. The overall fiber-to-fiber insertion

loss was measured for each of the waveguides for both the TE and TM modes. The

measured values are reported in Table 4.1. The values in the table show no clear

trend. The overall insertion loss of the 8 mm waveguide is roughly comparable to

that of the 3 mm waveguide, even though it is expected to have higher propagation

losses. In the case of the 3 mm waveguide the TE mode exhibits the greater insertion

loss, but for the the 8 mm waveguide it is the TM mode that exhibits the greater loss.

The most likely reason for these variations is that the input coupling efficiency (from

the fiber to the waveguide), as well as the output coupling efficiency (back into the

fiber), are both sensitive to minor variations in the fabricated inverse-taper polymer

couplers. As a result, neither the input coupling efficiency nor the output coupling

efficiency of either waveguide is precisely known.

TE TM

3 mm waveguide 16.2 dB 15.6 dB

8 mm waveguide 15.5 dB 17.7 dB

Table 4.1: Overall fiber-to-fiber insertion losses of the waveguides used in the exper-

iments. The waveguides have the same transverse dimensions but different lengths.
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Figure 4.1: The experimental setup. pulses from a mode-locked laser are coupled

into a silicon waveguide. The output pulses are passed through a rotatable linear

analyzer, which isolates either the TE mode (φ = 0), the TM mode (φ = π/2), or some

combination of the two, depending on its orientation. The inset shows the transverse

geometry of the waveguides.

Figure 4.1 shows a schematic of the experimental setup. The source of optical

pulses is a mode-locked, erbium-doped fiber laser operating at a 14.3 MHz repetition

rate at the 1560 nm wavelength. Details about the source and its construction are

provided in appendix B. The pulses from the laser have a temporal width of ∼2.7 ps

(full-width at half maximum) and a peak power of ∼50 W. They are passed through a

fiber-based polarization controller (PC) to adjust their polarization at the waveguide

input. They’re coupled into the waveguide using a lensed tapered fiber, and then

coupled from the waveguide output back into fiber using a second lensed tapered fiber.

They are then passed through a second PC before being coupled into free space, passed

through a rotatable linear analyzer, and coupled back into fiber again. This second

PC is adjusted so that when the analyzer is oriented at an angle φ = 0 the output from

the TE mode is passed and the output from the TM mode is extinguished, whereas the

opposite occurs for an angle φ = π/2. The properties of the pulses after the analyzer

are measured by both an optical spectrum analyzer (OSA) and by an autocorrelator.
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Before autocorrelation it is necessary to amplify them using an erbium-doped fiber

amplifier (EDFA). In the experiment there was no indication that higher-order modes

were being excited in the waveguide and the transmission is believed to be dominated

by the fundamental TE and TM modes.

The polarization state of the pulses depends on the relative phase between the TE

and TM modes. This relative phase varies rapidly along the length of the waveguide

as a result of its large birefringence. The weakly-birefringent PC after the waveguide

makes an additional contribution to the relative phase before the pulses pass through

the analyzer. When the analyzer is oriented at φ = 0 or φ = π/2 the relative phase

has no bearing on the measured spectrum or autocorrelation. For other analyzer

orientations this is not the case. If, for instance, the analyzer is oriented at φ = ±π/4

then any oscillations in this relative phase (i.e. polarization oscillations) induced by

the waveguide will manifest as oscillations in the measured intensity profile after the

analyzer.

Control experiment

Before any changes in the spectral or temporal properties of the pulses can be at-

tributed to the silicon waveguides it should be verified that the rest of the experimental

setup (PC’s, lensed fibers, analyzer, etc.) is not the cause of these changes. A control

experiment was performed for this purpose. In the control experiment the waveguide

was removed and the two lensed fibers were aligned so that light coupled directly from

one to the other with an insertion loss comparable to when the waveguide is present

(it was about ∼13 dB in the control experiment). Figure 4.2(a) shows the spectrum of

the source before and after it had been transmitted through the control arrangement

(denoted by A and B, respectively). The transmission spectrum through the control

arrangement is an exact replica of the source spectrum (it has been scaled to be the

same magnitude in the figure), indicating a complete absence of nonlinear effects from

the optical fiber, the PCs, the lensed fibers, and the analyzer.

Figure 4.2(b) shows an autocorrelation measurement of the source both before

and after passing through the control arrangement (A and B, respectively). The

pulses appear to have been temporally broadened by the control arrangement, but

this appearence is deceptive. Because A was directly measured from the high-power
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Figure 4.2: The results of a control experiment. ‘A’ indicates the pulses from the

mode-locked laser source. ‘B’ indicates the same pulses after having been passed

through the experimental setup, but without the silicon waveguide. ‘C’ indicates the

source pulses after being attenuated and subsequently amplified by the EDFA shown

in Fig. 4.1. (a) and (b) show the spectra and autocorrelations, respectively.

source pulses, the EDFA was not used before the autocorrelator in that case. In

B, however, significant loss imposed by the control arrangement necessitated the use

of the EDFA. A third measurement was made in which the source was attenuated

and then passed through the EDFA before autocorrelation, which is shown as C in

Fig. 4.2(b). C clearly shows that the EDFA is the primary cause for the temporal

broadening shown in B. B is, however, slightly broader than C, indicating some minor

dispersion in the control arrangement.

Theoretical model of the source

The experimental results will be modeled by solving Eqs. (3.13) and (3.14) for the

TE and TM modes in the waveguide. This is done by using the symmetric split-step

method [29], which requires a specification of the TE and TM pulse amplitudes at the

waveguide input [A1(0, t) and A2(0, t), respectively]. These are related to the source

pulses Ain(t) by

A1(0, t) =
√
ζ1Ain(t), (4.1)

A2(0, t) =
√
ζ2Ain(t)e

iδ, (4.2)
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where ζk is the fraction of power coupled into mode k and δ is the relative phase

between the modes. ζk is determined by both the mode’s insertion loss and the polar-

ization state of the input pulse, whereas δ is determined entirely by the polarization

state. The model used for Ain(t) assumes a Gaussian intensity profile, but allows for

the possibility of self-phase modulation induced chirp from an internal amplifier (see

appendix B). Thus the input field is given by

Ain(t) =
√
P0 e

−
1
2
(t/T0)

2
+iφm∣Ain∣

2
/P0 , (4.3)

where P0 is the peak power, T0 is the pulse duration, and φm is the maximum non-

linear phase shift [29]. Figures 4.3(a) and 4.3(b) compare the actual spectrum and

autocorrelation of the input pulses with those of a pulse given by Eq. (4.3) when

T0 = 1.6 ps and φm = 2. The relative good agreement suggests that this is a suf-

ficient model for the purposes of this chapter. The feature on the red side of the

measured pulse spectrum in Fig. 4.3(a) is likely due to asymmetric spectral gain from

the internal amplifier, and will not be taken into account in the theory.

For a waveguide of length L, the autocorrelations and spectra measured after the

analyzer are modeled by the amplitudes A1(L, t) and A2(L, t) for the TE and TM

modes, respectively. When the analyzer orientation is adjusted to φ = ±π/4, the fields
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Figure 4.3: Comparison of the model of the source expressed in Eq. (4.3) with the

measured (a) spectrum and (b) autocorrelation.
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after the analyzer are related to the TE and TM fields by

A±π/4 =
1

√
2
(A2 e

iδ′ ±A1) , (4.4)

where the relative phase δ′ can be used as a fitting parameter.

4.2 Self-phase modulation and spectral polariza-

tion oscillations

8 mm waveguide measurements

Figure 4.4(a) shows the spectrum at the output of the 8 mm waveguide when the

input pulses are polarized to excite only the TE mode. In the figure the spectra

denoted by ‘TE’ and ‘TM’ correspond to analyzer orientations φ = 0 and φ = π/2,

respectively. The TE spectrum is significantly broadened as compared with that of

the input pulses in Fig. 4.3(a) and shows a multipeak structure that is characteristic

of self-phase modulation. This multipeak structure is caused by spectral interference,

which occurs when the same frequency component exists at multiple distinct times

within a pulse [29]. In silicon waveguides the Kerr effect acts to chirp the pulse

and broaden its spectrum in a fashion that is more or less symmetric (depending

on the pulse shape), whereas free carriers created by two-photon absorption impose

a definitive blue shift [82]. The broadened spectrum of Fig. 4.4(a) appears almost

symmetric, but does exhibit a subtle blue shift. This is evident from the bluest peak

near 1558 nm being slightly higher and broader than the reddest peak at 1562 nm.

Figure 4.4(b) shows how the measured spectrum changes when the analyzer ori-

entation is adjusted to φ = ±π/4. Both spectra are replicas of the TE spectrum in

Fig. 4.4(a), except that their peak values are lower. This is expected since, in the

absence of a TM pulse, the fields in the ±π/4 polarization states at the analyzer are

simply related to the TM field as A±π/4 = ±A1/
√

2, as indicated by Eq. (4.3).

Figures 4.4(c) and 4.4(d) show the output spectra in each of the four analyzer

orientations when the input pulse polarization is adjusted to excite both the TE and

TM modes in the waveguide. In Fig. 4.4(c) both the TE and TM spectra exhibit

the characteristic multipeak structure of self-phase modulation. The TM spectrum
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Figure 4.4: Measured output spectra of the 8 mm waveguide for two different input

polarizations. (a) and (b) show the output spectra in each of the four analyzer

orientations when the input polarization is adjusted to excite only the TE mode. (c)

and (d) show the output spectra when the input polarization is adjusted to excite

both the TE and TM modes.

exhibits a slightly stronger blue shift. This is understood to result from the asymmetry

of Kerr-induced cross-phase modulation effects between the two modes in the presence

of PMD. Since the TM mode propagates more slowly, the cross phase modulation of

the TM pulse by the TE imposes a blue chirp, whereas the cross-phase modulation of

the TE pulse by the TM imposes a red chirp [29]. The spectral fringes overlaying the

TE and TM spectra are an experimental artifact, and likely result from an imperfect

mapping of the polarization state at the waveguide output to the analyzer.

The remarkable feature of the φ = ±π/4 spectra in Fig. 4.4(d) is the interference
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pattern. This pattern indicates that the pulse is oscillating between ±π/4 polariza-

tion states across its spectrum. The physical origin of these spectral polarization

oscillations is the strong PMD in the waveguide that occurs as a result of its sub-

wavelength height. This PMD causes the TM pulse to be temporally delayed from

the TE pulse by a time Td in the waveguide. When the analyzer is oriented in either

of the ±π/4 polarization states it outputs pulses from both the TE and TM modes.

Since these pulses are co-polarized after the analyzer, they add coherently as indi-

cated by Eq. (4.4). The resulting spectral intensity is effectively multiplied by a factor

cos2(ωTd/2), where ω = 2πc/λ is the angular frequency of light. The time delay Td

can be estimated from the period of the interference pattern ∆λp by

Td =
λ2

0

c∆λp
. (4.5)

In Fig. 4.4(d) ∆λp ≈ 0.76 nm, indicating a TM–TE pulse delay of 10.5 ps in the

waveguide. The differential group delay (Td/L) is therefore ≈ 1.3 ps/mm. This value

is slightly larger than the theoretical value of 0.95 ps/mm that is calculated using the

finite-difference method of Ref. [96]. The discrepancy is likely due to the actual waveg-

uide geometry being slightly different from its design. As indicated by Fig. 3.2(b),

the differential group delay is sensitive to small variations in the waveguide geometry

in the subwavelength regime.

The value of Td deduced from the period of the spectral interference pattern is

confirmed by the autocorrelation measurement shown in Fig. 4.5. In the figure au-

tocorrelation traces are shown for three different values of the analyzer orientation.

When the analyzer is oriented to isolate either the TE or TM modes it appears very

similar to the autocorrelation trace of the input pulses in Fig. 4.2(b). When the ori-

entation is adjusted to φ = −π/4 the trace develops a distinctive three-peak structure,

which is indicative of two peaks in the pulse intensity. These two intensity peaks are

temporally separated by the same duration as the separation of the dominant peak in

the center of the autocorrelation with either of the two side lobes. The autocorrelation

indicates that this separation is ∼10 ps, which agrees with the spectral data.
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Figure 4.5: Autocorrelation traces after the 8 mm waveguide for each of three analyzer

orientations when the input polarization is adjusted to excite both the TE and TM

modes.

Theoretical modeling

Most of the parameters used in the theoretical model are calculated as was done in

chapter 3, and are recorded in Table 4.2. For the differential group delay (βTM1 −βTE1 )

the experimentally derived value of 1.3 ps/mm is used rather than the numerical

one. As discussed in section 4.1 the input-coupling efficiency from the fiber to the

waveguide is not precisely known for either mode, and will be used as a fitting param-

eter. For the sake of simplicity it will also be assumed that the TE and TM modes

are equally excited in the waveguide, even though this is likely not the case in the

experiment.

Figure 4.6 shows the results of the calculation for an input coupling loss of 1.5 dB.

This loss is lower than expected, and the reason for this apparent discrepancy is

not known. The results of the calculation are in qualitative agreement with the

experimental spectra of Fig. 4.4. In particular, the three-peak structure of the TE

γ11, γ22, γ12 79, 66, 61 W−1m−1

βTE2 , βTM2 -1.4, -3.5 ps2/m

Π1, Π2 1.1, 1.1

τfc 1 ns

Table 4.2: Parameter values used in the solution of Eqs. (3.13) and (3.14).



57

1550 1555 1560 1565
0

0.2

0.4

0.6

0.8

Wavelength (nm)

S
p
ec

tr
u
m

(p
J
/
n
m

)

T
E

In
p
u
t

TE
TM

(a)

1550 1555 1560 1565
0

0.2

0.4

0.6

0.8

Wavelength (nm)

S
p
ec

tr
u
m

(p
J
/
n
m

)

φ = +π/4
φ = −π/4

(b)

1550 1555 1560 1565
0

0.2

0.4

0.6

0.8

1

Wavelength (nm)

S
p
ec

tr
u
m

(p
J/

n
m

)

T
E

+
T
M

In
p
u
t TE

TM

(c)

1550 1555 1560 1565
0

0.2

0.4

0.6

0.8

1

Wavelength (nm)

S
p
ec

tr
u
m

(p
J/

n
m

)

φ = +π/4
φ = −π/4

(d)

Figure 4.6: Modeling results for the measurements shown in Fig. 4.4.

spectrum in Fig. 4.6(a) and of the TE and TM spectra in Fig. 4.6(c) agree with the

basic features of the experimental results. The theoretical TE spectrum in Fig. 4.6(a)

is notably more blue shifted than the experimental one in Fig. 4.4(a). Moreover,

its central peak is the lowest of the three in contrast to Fig. 4.4(a) where it is the

highest. The agreement is better in the case of a mixed-polarization input, yet the

theoretical spectra of Fig. 4.6(c) are also more blue-shifted than the experimental

spectra of Fig. 4.4(c). Part of the reason for this may be the red feature in the input

pulse spectrum in Fig. 4.3(a), which is not taken into account in the theory.

It can be concluded that the theoretical model reproduces the experimental results

qualitatively, but that they are not in close quantitative agreement. The reason for

this is primarily a result of a lack of precise knowledge of the experimental scenario.

Many unknown quantities are assumed or approximated in the theoretical model,
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such as the input pulse shape, the input-coupling losses for the two modes, and the

values of n2 and βTPA (which are not well agreed upon as discussed in chapter 3).

Thus, the results of this comparison do not necessarily reflect on the validity of the

theoretical model.

4.3 Self-phase modulation and temporal polariza-

tion oscillations

At the output of the 8 mm waveguide pulses were seen to have undergone dramatic

spectral oscillations in their state of polarization. In the time domain each pulse split

into two distinct pulses that completely separated from one another, each having

a linear and orthogonal state of polarization (as is evident from Fig. 4.5). In this

section we explore what happens to the temporal properties of pulses when the two

orthogonal polarization components do not completely separate from one another.

This is done by repeating the experiment of section 4.2 with a shorter waveguide.

3 mm waveguide measurements

Figure 4.7 shows the output spectra of the pulses from a 3 mm waveguide in each

of four analyzer orientations when the input polarization is adjusted to excite both

the TE and TM modes. Figure 4.7(a) shows the output spectra from each mode,

which exhibit a multipeak structure characteristic of self-phase modulation. Figure

4.7(a) closely resembles the output spectra from the 8 mm waveguide in Fig. 4.4(c).

This similarity is expected since most of the nonlinearity occurs at the beginning of

the waveguide in the presence of the high propagation losses. Because the 3 mm

waveguide output measurement in Fig. 4.7(a) is cleaner, the asymmetry between the

TE and TM spectra is more evident. As discussed earlier, this asymmetry results

from cross-phase modulation between the TE and TM pulses that enhances the blue

shift of the TM pulse but reduces the blue shift of the TE pulse.

The measured output spectra when the analyzer is oriented at φ = ±π/4 is shown

in Fig. 4.7(b) and exhibit the spectral polarization oscillations that result from PMD.

The period of oscillation is larger than in the case of the 8 mm waveguide since the
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Figure 4.7: Measured output spectra from the 3 mm waveguide when the input

polarization is adjusted to excite both the TE and TM modes.

temporal separation between the two modes is shorter. The ∼1.9 nm period indicates

an overall temporal separation Td ≈ 4.2 ps. For the 3 mm waveguide the differential

group delay is therefore ∼1.4 ps/mm, which is close to the 1.3 ps/mm measurement

from the 8 mm waveguide.

The most remarkable difference between the 3 mm and 8 mm waveguides occurs

in the time domain. Figure 4.8 shows autocorrelation traces of output pulses from the

3 mm waveguide for three different orientations of the analyzer. When the analyzer

isolates either the TE or TM modes the trace is similar to that of the input pulses in

Fig. 4.2(b). The TE pulse’s trace is slightly broader than that of the TM, presumably

as a result of its slightly broader spectrum [Fig. 4.7(a)] and GVD in the EDFA before

autocorrelation. When the analyzer is oriented at φ = +π/4, however, the trace looks

very different. Not only does it exhibit the expected broadening from PMD, but

it additionally exhibits significant internal structure. At least nine distinguishable

peaks can be seen in the trace, which is indicative of five distinct peaks in the pulse’s

intensity profile. The pulse is therefore oscillating between +π/4 and −π/4 linear

polarization states across its temporal duration.

In contrast to the spectral polarization oscillations the temporal polarization os-

cillations are nonlinear in nature. The inset of Fig. 4.8 shows the autocorrelation

trace for φ = +π/4 when the input coupling to the waveguide is slightly misaligned

so that the transmitted power drops by 3 dB. The significant internal structure of
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Figure 4.8: Autocorrelation traces after the 3 mm waveguide when the input po-

larization is adjusted to excite both the TE and TM modes. The inset shows the

autocorrelation trace for φ = +π/4 when the power is reduced by misaligning the

input fiber.

the trace virtually disappears in this case. It should be noted that the measurement

shown in the inset is noisier as a result of the lower signal power. This noise could

partially explain the disappearence of the internal structure but it is not significant

enough to explain it completely.

Theoretical modeling

The theoretical model of chapter 3 clarifies the origin of the temporal polarization

oscillations. The input coupling loss (from the fiber to the waveguide) is not known

for certain and is used as a fitting parameter in the simulations, as was done in

section 4.2. The best fit is found for an input coupling loss of 1 dB, which is lower

than expected. The reason for this apparent discrepancy is unknown. Regardless, the

simulations can be used for a qualitative description of the experiment if not a precise

quantitative one. The rest of the parameters are reported in Table 4.2, except for the

differential group delay for which the experimentally derived value of 1.4 ps/mm is

used. For simplicity it is assumed that the input-coupling efficiency is the same for

the TE and TM modes so that they are equally excited at the waveguide input, and

that they both have propagation losses of 10 dB/cm [91].

Figure 4.9 shows the simulated output spectra for each of the four analyzer ori-
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Figure 4.9: Modeling results for the measurements shown in Fig. 4.7.

entations. The qualitative features of the TE and TM spectra in Fig. 4.9(a) closely

resemble those observed in the experiment [Fig. 4.7(a)]. Quantitatively, they exhibit

a notably stronger blue shift (by about 2 nm). As suggested in section 4.2, this may

result from the feature on the red side of the input spectrum [Fig. 4.3(a)], which is

not taken into account in the simulations.

Figure 4.10 shows the time dependence of the TE and TM phase profiles at the

waveguide output, and provides an explanation for the polarization oscillations. The

TE phase (blue dashed line) increases from 0 to just over 1 radian in the leading

edge of the pulse. This results from both Kerr-induced self-phase modulation of the

TE pulse by itself as well as cross-phase modulation of the TE pulse by the TM

pulse. Notice that this initial increase induces a red-chirp that does not exist in the

TM phase profile, explaining the presence of a stronger red component in the TE

spectrum. The subsequent reduction of the TE phase to less than −3π radians results

from a free-charge-carrier density that is generated by two-photon absorption and

builds up over the pulse duration, decreasing the refractive index.

The phase profile of the TM pulse (red dashed-dotted curve) is different in two

ways, both of which are related to PMD. First, it is flat in its leading edge and exhibits

no initial increase. One reason for this is that Kerr-induced cross-phase modulation

of the TM pulse by the TE acts to create a decreasing phase profile that can flatten

out the increasing phase profile resulting from self-phase modulation of the TM pulse

by itself [29]. This happens because the TM pulse travels more slowly than the TE.



62

0 5 10
−10

−5

0

Time (ps)

N
on

li
n
ea

r
P

h
a
se

S
h
if
t

(r
a
d
)

Kerr effect

free carrier
effect

TE
TM
∆φ

Figure 4.10: Simulated time dependence of the nonlinear phase shift in the TE mode

(blue dashed curve), the TM mode (red dashed-dotted cuve), and their difference

(purple solid curve).

Additionally, free carriers generated by the TE pulse act to uniformly reduce the

phase of the TM, which counterbalances the Kerr effect.

The second difference observable in the TM phase profile is the one responsible for

the polarization oscillations. The dramatic phase reduction caused by free carriers

occurs ∼4 ps later for the TM pulse than for the TE. Physically, the free carrier

phase shifts occur mostly at the waveguide input where two-photon absorption is

strongest, and are subsequently delayed from one another in the waveguide because

of the PMD. The result is that the relative phase between the TE and TM modes,

∆φ (purple solid line), drops to almost −3π in the center of the pulse and then rises

up again to zero. This is sufficient to cause the pulse to vary between +π/4 and −π/4

linear polarization states ∼6 times across its temporal duration. Despite this dramatic

relative phase shift, Fig. 4.11(a) indicates that the effects of the waveguide alone are

not sufficient to account for the degree of polarization oscillation observed in the

experiment. Shown in the figure is the time-domain behavior of the pulse intensity

immediately after the analyzer for each of the four orientations. The intensity profile

of the φ = +π/4 orientation shows only two peaks as a result of the weak temporal

overlap of the TE and TM pulses in the time domain.

The simulations indicate that the temporal polarization oscillations are enhanced

by GVD in the EDFA immediately before autocorrelation. Physically, this can be
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understood as follows: as the influence of the analyzer and GVD are both linear,

they are independent of order. Thus, the observed autocorrelation would be the same

if the pulses had been amplified first and then passed through the analyzer before

autocorrelation, rather than in the order it was done in the experiment. In this phys-

ically equivalent scenario, we can imagine the influence of GVD in the amplifier to be

broadening the temporal duration of both the TE and TM pulses from the waveguide

output, enhancing their temporal overlap. This enhanced temporal overlap, combined

with the dramatic relative phase shifts between the modes created in the waveguide,

leads to the dramatic temporal polarization oscillations observed in the experiment.

This is shown more clearly in Figs. 4.11(b) and 4.11(c), which show the temporal

intensity profiles of the pulses after having experienced dispersions of β2L = 0.2 ps2

and 0.4 ps2, respectively, where L is the propagation length of the amplifier and β2

is its GVD parameter. The simulations verify the intuitive explanation, indicating as

many as 4 temporal intensity peaks, which is close to the 5 indicated by the autocor-

relation in Fig. 4.8. The values of β2L were not chosen arbitrarily, but were based on

an estimate of the dispersion of 0.2 ps2, obtained by comparing the temporal width
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Figure 4.11: Simulated pulse power before autocorrelation for values of the EDFA’s

dispersion parameter β2L of (a) 0, (b) 0.2 ps2, and (c) 0.4 ps2, indicating its influence

in the autocorrelation measurement of Fig. 4.8.
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of the source-pulse autocorrelation before and after the EDFA (shown in Fig. 4.2(b)).

Effects such as asymmetric spectral gain and self-phase modulation occurring in the

EDFA were not taken into account, so this was only a rough estimate.

4.4 Summary

This chapter has presented an experimental and theoretical study of nonlinear po-

larization effects in silicon waveguides that have a subwavelength dimension. The

waveguides considered here exhibited significant PMD as a result of a subwavelength

waveguide height (< λ/n0). This PMD couples with self-phase modulation to induce

dramatic changes in the spectral and temporal properties of optical pulses. The pulse

spectra were seen to not only broaden as a result of self-phase modulation, but to

exhibit polarization oscillations as a result of the temporal walk off between TE and

TM modes from PMD. In the time domain the nonlinear phase modulations were seen

to combine with this temporal walk-off to create temporal polarization oscillations

as well. The theoretical methodology of chapter 3 was used to explain the observed

phenomena. While the theoretical simulations were powerful in explaining the quali-

tative features of the experimental results, they did not supply a precise quantitative

one. However, because of a lack of exact knowledge about a number of features in the

experimental scenario (input pulse properties, coupling efficiencies, etc.), this does

not necessarily reflect on the validity of the theoretical model.
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5 Perturbative methods for

nonlinear photonic resonators

Optical resonators have been critical to the field of photonics since the invention of

the laser. They are widely studied in the subfield of nonlinear photonics as a result of

the enhancement in intensity (and hence nonlinearity) that they provide. In on-chip

microresonators, for example, phenomena such as parametric oscillation [112–114],

Raman lasing [115–117], and all-optical switching [119, 120, 141] have been explored

over the last decade.

A general theory of nonlinear optical interactions in dielectric resonators has been

developed and applied by Oskar Painter’s group at the California Institute of Tech-

nology [53–55]. The theory describes the optical field by a system of first-order

differential equations for the amplitudes of the cavity modes. The time development

of the amplitudes is influenced not only by linear effects such as coupling to an input

field and resonator loss, but also by nonlinear effects incorporated through a gen-

eral perturbing dipole-moment density, PNL. The equations are obtained from the

Helmholtz equation, are reduced to first order by making use of the slowly-varying

envelope approximation, and employ a specific mode-orthogonality condition.

An alternative theory describing perturbative effects in resonant cavities casts

Maxwell’s equations in an operator form [121]. A change in dielectric permitivitty

∆ε is incorporated using a time-dependent perturbation theory that describes its

influence on the mode amplitudes. This method is rigorous in the sense that it

employs few assumptions, but it is less general than the approach of Refs. [53–55]

since it only applies to perturbations in the dielectric permitivitty. A third approach

was developed in Ref. [122], which is a work of the author and contributes content to
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this chapter.

In this chapter the general equations of Refs. [53–55] are derived by using a more

rigorous methodology, similar to the one developed in Ref. [121]. The slowly-varying

envelope approximation is not made, and an exact mode-orthogonality condition is

derived that applies to all kinds of dielectric resonators, since no assumptions are made

about the structure of the cavity. Since the perturbing dipole-moment density PNL

can in principle incorporate linear effects such as gain in addition to nonlinearity, the

theoretical methodology presented here can be widely applied in the field of resonator

optics. In section 5.1 the theory is developed for the simplest case of resonators

constructed of isotropic media. Sections 5.2 and 5.3 extend the theory to resonators

formed using anisotropic and magnetic media, respectively. Section 5.4 summarizes

the results of this chapter.

5.1 Dielectric resonators in isotropic media

The optical field in a resonator is described by Maxwell’s Eqs. (2.1) and (2.2). In a

material system composed of isotropic and nonmagnetic media these equations reduce

to

∇×E = −µ0
∂H

∂t
, (5.1)

∇×H = ε0ε(r)
∂E

∂t
+
∂P

∂t

NL

. (5.2)

In the following analysis, the field quantities in Eqs. (5.1) and (5.2) are considered

to be the complex, analytical-signal representations of their real counterparts [66].

The structure of the cavity is described by the dielectric permitivitty ε(r). The

permitivitty is assumed to be real and independent of frequency. The phenomena of

material absorption and dispersion can, however, be included as linear contributions

to the perturbing dipole-moment density PNL.
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5.1.1 A vector space formulation of Maxwell’s equations

It was shown in Ref. [123] that, in the absence of the perturbation, Eqs. (5.1) and

(5.2) can be cast in an operator form analagous to the Schrödinger equation,

i
∂

∂t
∣ψ⟩ = M̂ ∣ψ⟩ + ∣V (t)⟩ . (5.3)

Equation (5.3) describes how a state ∣ψ⟩ traverses a vector space in time. The vector

space is the set of all pairs of square-integrable fields, and the state represents the

electromagnetic field,

∣ψ⟩ =
⎛

⎝

√
ε0 E

√
µ0 H

⎞

⎠
. (5.4)

The operator M̂ that drives the time evolution is given by

M̂ =
⎛

⎝

0 i cε∇×

−ic∇× 0

⎞

⎠
. (5.5)

In the presence of optical nonlinearity the time evolution of the field is additionally

influenced by the perturbation ∣V (t)⟩, which is given as

∣V (t)⟩ =
⎛

⎝

−i
ε
√
ε0
∂P
∂t

NL

0

⎞

⎠
. (5.6)

The vector space under consideration is an inner-product space under the definition

⟨ψa∣ψb⟩ =
1

4 ∫
(ε0ε(r)E

∗

a ⋅Eb + µ0H
∗

a ⋅Hb)d
3r. (5.7)

Note that ⟨ψ∣ψ⟩ is the energy stored in the optical field. As shown in appendix C,

the operator M̂ is Hermitian under this definition of the inner product. Thus, the

eigenstates of M̂ have real eigenvalues ωk [124],

M̂ ∣ωk⟩ = ωk ∣ωk⟩ . (5.8)

The cavity modes are such eigenstates. In the absence of the perturbative term (i.e.

when ∣V (t)⟩ = 0) they form a discrete set of solutions to Eq. (5.3) that oscillate at

their eigenfrequencies, ∣ψk(t)⟩ = e−iωkt ∣ωk⟩. In the analysis that follows it is assumed

that solutions for the modes of the cavity are already known. Their electric and
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magnetic field profiles will be denoted by ek(r) and hk(r) so that the eigenstates are

expressed as

∣ωk⟩ =
⎛

⎝

√
ε0 ek

√
µ0 hk

⎞

⎠
. (5.9)

Because M̂ is a Hermitian operator, modes having different resonance frequencies are

orthogonal,

⟨ωk∣ωm⟩ = Nmδkm. (5.10)

In the case of two or more cavity modes that have the same resonance frequency, the

well known Grahm-Schmidt process can be used to find an orthogonal basis set so

that Eq. (5.10) can be considered to apply between all of the cavity modes. By using

the fact that, for monochromatic solutions of Maxwell’s equations, the electric energy

in the field is equal to the magnetic energy, the normalization constant Nm can be

expressed in terms of the electric field only,

Nm =
1

2 ∫
ε0ε(r)∣em∣2d3r. (5.11)

5.1.2 Time-dependent perturbation theory

A solution for the electromagnetic field in the presence of a nonzero ∣V (t)⟩ is found

by applying a time-dependent perturbation theory, such as is often done in quantum

mechanics. In reality the field will include not only a portion that is confined to

the cavity but also a portion that is radiated away as a result of scattering. In the

case of relatively high-Q cavities, however, we can assume that the field is dominated

by the resonantly enhanced cavity modes and that the scattered field is negligible

in comparison. Thus, the solution is assumed to be a sum over this discrete set of

modes,

∣ψ (t)⟩ =∑
m

am (t)
√
Nm

∣ωm⟩ , (5.12)

where am(t) is the amplitude of mode m at time t. The normalization constant Nm is

included so that ∣am(t)∣2 represents the energy stored in mode m. By using solution

(5.12) in Maxwell’s Eq. (5.3), taking the inner product of both sides with ⟨ωk∣, and
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using the mode-orthogonality condition (5.10) we arrive at a differential equation for

the kth mode amplitude,

dak
dt

= −iωkak −
i

√
Nk

⟨ωk∣V (t)⟩ . (5.13)

By using definitions (5.6) and (5.9) this last equation can be written

dak
dt

= −iωkak −
1

4
√
Nk
∫ e∗k ⋅

∂P

∂t

NL

d3r. (5.14)

There are two fundamental phenomena that must be taken into account in order

for the theory to be general: resonator losses and coupling to an input field. Both

of these can, in principle, be incorporated as linear contributions to the perturbing

dipole-moment density PNL. Such an approach, however, is usually too complicated

to be useful. A phenomenological approach to incorporating these two phenomena is

described in appendix D and leads to the addition of two terms to Eq. (5.14),

dak
dt

= −iωkak −
1

2τ kph
ak + κkAin(t) −

1

4
√
Nk
∫ e∗k ⋅

∂P

∂t

NL

d3r. (5.15)

In Eq. (5.15), τph is the photon lifetime of the cavity and Ain(t) is the input field,

normalized so that ∣Ain(t)∣2 is the optical power. The coupling coefficient κk =
√
Tk/τr,

where τr is the round-trip time of a photon in the resonator and Tk is the input-

coupling efficiency [125]. For example, if the input field were coupled to the resonator

through a mirror, Tk would be the transmissivity of that mirror.

Equation (5.15) will be referred to as the dynamic mode-amplitude equation. It

is the main result of this chapter. In sections 5.2 and 5.3 its applicability is extended

to include resonators composed of both anisotropic and magnetic media, but before

that the important issue of coupling to output fields is addressed.

5.1.3 Output field relations

The theory of this chapter has been developed around the mode-energy amplitudes,

ak(t). Although ∣ak(t)∣2 represents a physical quantity (the optical energy stored in

the cavity), it is not directly measurable. What are measurable are the output fields

to which the cavity is coupled. There is always at least one output field, a reality that
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is not only a necessary result of coupling to an input field but that is also desirable

for using resonators as devices. In most cases a resonator couples to either 1 or 2

output fields, although more are possible. We will assume that there are not more

than 2, although the equations developed here can be extended to cases where there

are more than 2 as well.

The first output field will be referred to as the ‘reflected’ field and denoted by

Ar. The distinguishing characteristic of the reflected field is that it has contributions

from the field coupling out of the cavity and from a fraction of the input field that

never coupled into the cavity in the first place (i.e. reflected from the coupler). The

reflected output field always exists when the cavity is coupled to an input. Although

there are exotic cases where there are multiple reflected fields, we will assume the

most common case for which there is only one. In cases where there is a second

output field it will be referred to as the ‘transmitted’ field and denoted by At. This

field has no direct contribution from the input but is entirely the result of what is

indirectly transmitted through the cavity. The complex field amplitudes Ar(t) and

At(t) are chosen to be power amplitudes, meaning that ∣Ar(t)∣2 and ∣At(t)∣2 represent

the optical power in each of the two output ports.

It was shown by Haus using energy-conservation considerations that in the case of

a single mode (for example the kth mode) the appropriate expressions for the reflected

and transmitted fields are [125]

Ar(t) = −Ain(t) + κkak(t), (5.16)

At(t) = κtkak(t). (5.17)

In Eq. (5.16) the output-coupling coefficient κk is the same as the input-coupling

coefficient in Eq. (5.15). In Eq. (5.17) the coupling coefficient κtk can differ if the

resonator is asymmetric (meaning that the two output couplers are not identical).

These equations are easily generalized to cases where multiple modes of the cavity

are excited,

Ar(t) = −Ain(t) +∑
k

κkak(t), (5.18)

At(t) = ∑
k

κtkak(t). (5.19)
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Coupling to output fields is one source of resonator loss that contributes to the

photon lifetime. The other source is intrinsic resonator loss, which results from mate-

rial absorption and scattering. As discussed in more detail in appendix D, the photon

lifetime can be considered to have independent contributions from intrinsic losses and

from each of the output couplers,

1

τ kph
=

1

τ k,iph

+
1

τ k,rph

+
1

τ k,tph

, (5.20)

where τ k,iph is the intrinsic photon lifetime of the resonator and τ k,rph and τ k,tph represent

contributions from coupling to the reflected field and the transmitted field, respec-

tively. These last two lifetimes are related to the coupling coefficients in the following

way [125]:

κk = (τ k,rph )
−1/2

, (5.21)

κtk = (τ k,tph )
−1/2

. (5.22)

Equations (5.18) and (5.19) for the output fields, when combined with relations

(5.20), (5.21), and (5.22) for the loss contributions, form a complete description of

coupling to two output fields of the resonator. They are not only applicable to

resonators composed of isotropic materials, but to resonators composed of anisotropic

and/or magnetic materials as well, which are considered next.

5.2 Extension to anisotropic media

In the case of anisotropic media the dielectric permitivitty is a tensor. Maxwell’s

equations then become

∇×E = −µ0
∂H

∂t
, (5.23)

∇×H = ε0
←→ε (r)

∂E

∂t
+
∂P

∂t

NL

. (5.24)

As in the case of isotropic media the permitivitty ←→ε will be considered to be inde-

pendent of frequency. It will also be assumed that the materials are lossless, implying

that the permitivitty is a Hermitian matrix, i.e.

εij = ε
∗

ji. (5.25)
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Material loss and dispersion can be added in as linear contributions to PNL if neces-

sary.

As in the case of isotropic media, Maxwell’s Eqs. (5.23) and (5.24) can be cast

in the operator form of Eq. (5.3). The operator M̂ and perturbation ∣V (t)⟩ are both

modified,

M̂ =
⎛

⎝

0 ic←→ε −1∇×

−ic∇× 0

⎞

⎠
, ∣V (t)⟩ =

⎛

⎝

−i
√
ε0

←→ε −1 ∂P
∂t

NL

0

⎞

⎠
. (5.26)

Additionally, the inner product defined by Eq. (5.7) is no longer valid. In order that

⟨ψ∣ψ⟩ maintains its meaning as the optical energy, the inner product for anisotropic

media will be defined as follows:

⟨ψa∣ψb⟩ =
1

4 ∫
(ε0E

∗

a ⋅
←→ε Eb + µ0H

∗

a ⋅Hb)d
3r. (5.27)

As proved in appendix C, the operator M̂ given by Eq. (5.26) is Hermitian under

this inner product. As a result the time-dependent perturbation theory of section

5.1.2 still applies and Eq. (5.13) holds for anisotropic media as well. Applying the

definitions for ∣V (t)⟩ in Eq. (5.26) and the inner product in Eq. (5.27) to Eq. (5.13),

and incorporating resonator loss and coupling using the phenomenological method of

appendix D yields

dak
dt

= −iωkak −
1

2τ kph
ak + κkAin(t) −

1

4
√
Nk
∫ e∗k ⋅

∂P

∂t

NL

d3r. (5.28)

Thus, the dynamic mode-amplitude equation for anisotropic media is expressed in

exactly the same form as for isotropic media.

5.3 Extension to magnetic media

The most general case is that of a resonator composed of media that are both

anisotropic and magnetic. In this case Maxwell’s equations become

∇×E = −µ0
←→µ(r)

∂H

∂t
− µ0

∂M

∂t

NL

, (5.29)

∇×H = ε0
←→ε (r)

∂E

∂t
+
∂P

∂t

NL

, (5.30)
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where MNL is the perturbing magnetic dipole-moment density that is over and above

the linear magnetic response of the medium. The linear magnetic response is de-

scribed by the magnetic permeability tensor ←→µ , which is assumed to be independent

of frequency. Just as for the permitivitty tensor, the permeability is assumed to be

Hermitian, i.e.

µij = µ
∗

ji. (5.31)

Maxwell’s Eqs. (5.29) and (5.30) can again be written in the operator form of Eq. (5.3),

where

M̂ =
⎛

⎝

0 ic←→ε −1∇×

−ic←→µ−1∇× 0

⎞

⎠
, ∣V (t)⟩ =

⎛

⎝

−i
√
ε0

←→ε −1 ∂P
∂t

NL

−i
√
µ0
←→µ−1 ∂M

∂t

NL

⎞

⎠
. (5.32)

The inner product is redefined to maintain its physical significance,

⟨ψa∣ψb⟩ =
1

4 ∫
(ε0E

∗

a ⋅
←→ε Eb + µ0H

∗

a ⋅
←→µHb)d

3r. (5.33)

Under this definition for the inner product, the operator M̂ of Eq. (5.32) is Hermitian,

as proved in appendix C. Thus, the time-dependent perturbation theory of section

5.1.2 applies and Eq. (5.13) holds. Using Eqs. (5.32) and (5.33), Eq. (5.13) reduces

to

dak
dt

= −iωkak −
1

2τ kph
ak + κkAin(t)

−
1

4
√
Nk
∫ (e∗k ⋅

∂P

∂t

NL

+ µ0h
∗

k ⋅
∂M

∂t

NL

) d3r. (5.34)

Thus, the dynamic mode-amplitude equation for magnetic media takes a similar form

as for nonmagnetic media, except that it has an additional contribution from the

perturbing magnetic dipole-moment density.

5.4 Summary

In this chapter the dynamic mode-amplitude equation [Eq. (5.15)] was derived, which

describes the dynamics of the optical field in a dielectric resonator in the presence of

material nonlinearity. This equation is valid for any type of dielectric resonator since

no assumption was made regarding the structure of the cavity. Moreover, it applies
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to cavities with subwavelength dimensions since the vectorial nature of the resonator

modes was taken into account. It was shown that it applies not only to resonators

composed of isotropic materials, but to resonators composed of anisotropic materials

as well. In the case of magnetic materials a slightly modified form of the equation

[Eq. (5.34)] was derived that takes into account the possibility of a nonlinear magnetic

response.
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6 Dynamic refractive-index

changes in optical resonators

Perhaps the simplest kind of perturbation to an optical resonator is a change in its

refractive index, which can be induced by some external means such as an electro-optic

effect or a nonlinear optical effect. Such perturbations have recently been investigated

by a number of research groups. This work began with a 2005 study of dynamic

refractive-index changes in coupled resonator structures, which was concerned with

the possibility of stopping and storing light [126]. Soon after, Notomi and Mitsugi

used finite-difference time-domain numerical simulations to consider the simplest case

of a single cavity, concluding that if the refractive index were changed while light

was trapped inside then the frequency of that light would shift in concert with the

cavity’s resonance frequency [127]. They dubbed this process ‘adiabatic wavelength

conversion’ (AWC). It was demonstrated experimentally in 2007 by Preble et al. in

a silicon microring resonator [128]. In that experiment a probe pulse was used to

resonantly excite a cavity mode. While the probe pulse was trapped in the resonator,

a pump pulse at the 415 nm wavelength (absorbed by silicon) illuminated the cavity

to create electron-hole pairs, decreasing the refractive index. The observed result was

a blue shift in the transmission spectrum, agreeing with the prediction of Notomi and

Mitsugi that the frequency of the optical field would change as ∆ω = −ω0∆n/n0, where

ω0 and n0 are the frequency of the field and refractive index of the cavity before the

perturbation, respectively, and ∆n is the index change. Experimental observations of

AWC were later reported by a number of other research groups using similar pump-

probe arrangements [129–131]. The first electro-optic implementation of AWC was

reported in 2010 by Tanabe et al. [132].
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A phenomenon related to AWC was also observed by Notomi and Mitsugi in their

numerical simulations [127]. They reported that if the refractive-index change in the

cavity is not spatially uniform, then it can couple the light from a resonantly excited

cavity mode into neighboring modes. This process, which will be referred to in this

chapter as dynamic mode coupling, was observed experimentally in 2008 by Dong

et al. [121]. Their experiment used the same pump-probe arrangement in a silicon

resonator that was employed in Ref. [128] (these experiments were performed by the

same group). It was slightly different in that a much larger resonator was used so

that the electron-hole pairs were generated in only a fraction of the cavity. As a result

the index change was spatially nonuniform. They observed the transition of optical

energy from a resonantly excited mode into as many as 15 of the mode’s nearest

spectral neighbors.

The earliest theoretical studies of these phenomena were performed using finite-

difference time-domain numerical simulations, and clarified the basic features of both

AWC and dynamic mode coupling [127,133,134]. A coupled-mode approach was out-

lined in Ref. [121] for understanding the conditions under which dynamic mode cou-

pling occurs, and which also describes AWC. This approach was originally developed

for describing similar phenomena in photonic-crystal waveguides and has also been

used for that purpose [135,136]. A linear-system approach was also developed by Xiao

et al. that gives considerable insight into the underlying physics of AWC [137, 138].

This last approach was the first analytical or semi-analytical theory incorporating all

of the relevant effects, including resonator losses and coupling to an external input

field. Another theory was developed in Refs. [122,139], which are works of the author

and contribute to this chapter.

In this chapter the theoretical methodology of chapter 5 is applied to both AWC

and dynamic mode coupling. In section 6.1 the governing equations are derived. In

section 6.2 the equations are interpreted and their predictions are compared with

experimental results from the literature. In section 6.3 they are applied to deter-

mine the design features of a resonator that would be necessary for using AWC in a

reconfigurable wavelength conversion device.



77

6.1 Governing equations

In the presence of dynamic refractive-index changes, the overall dielectric permitivitty

of the cavity ε′ can be written

ε′(r, t) = ε(r) +∆ε(r, t), (6.1)

where ε(r) describes the structure of the resonator, and the time-dependent pertur-

bation is represented by ∆ε(r, t). The result of this change in permitivitty is that,

in the presence of an electric field, a perturbing dipole-moment density is induced.

Using the expression for the electric field in the cavity implied by Eq. (5.12), this

perturbing dipole-moment density PNL is expressed as

PNL (r, t) = ε0∆ε (r, t)E (r, t)

= ε0∆ε (r, t)∑
m

am(t)
√
Nm

em (r) . (6.2)

Note that even though the perturbation is denoted by PNL it is technically only

referred to as a nonlinear response if ∆ε itself depends on the strength of the optical

field. This is often the case but not always. Either way Eq. (6.2) is valid.

The governing mode-amplitude equations are obtained by substituting the ex-

pression for PNL from Eq. (6.2) into Eq. (5.15). The result is a system of coupled

differential equations,

dak
dt

= −iωkak −
1

2τ kph
ak + κkAin(t) −∑

m

(
dΓkm
dt

am + Γkm
dam
dt

) , (6.3)

where the terms Γkm are elements of a dynamic coupling matrix and are given by

Γkm(t) =
∫ ∆ε(r, t)e∗k(r) ⋅ em(r)d3r

(4 ∫ ε(r)∣ek(r)∣
2 d3r ∫ ε(r)∣em(r)∣2 d3r)

1/2
. (6.4)

The influence of the externally-induced refractive-index change is described entirely

by this time-dependent coupling matrix.

In many situations Eq. (6.3) can be simplified. If the approximation dam/dt ≈

−iωmam is made on the right hand side, and if we assume that refractive-index changes

occur on a time scale much longer than an optical period so that ∣dΓkm/dt∣ ≪ ∣ωmΓkm∣,

then Eq. (6.3) becomes

dak
dt

= −iωkak −
1

2τ kph
ak + κkAin(t) +∑

m

iΓkmωmam. (6.5)
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It can be shown that the mode-coupling terms in the sum in Eq. (6.5) are equivalent

to the ones derived in Ref. [135] using an alternative approach, which was also used

by Dong et al. in Ref. [121].

6.2 Interpretation and comparison with

experiments

6.2.1 Adiabatic wavelength conversion

Whereas dynamic mode coupling only occurs under specific conditions, AWC always

occurs in the presence of refractive-index changes. This latter process is described by

the diagonal elements of the coupling matrix (6.4), Γkk. In other words, the terms

for which m = k in the sum of Eq. (6.3) are responsible for AWC. To see this more

clearly, consider the case when only a single mode (e.g. the qth mode) is appreciably

excited in the cavity. The set (6.3) can be reduced to a single equation,

(1 + Γ)
daq
dt

= −iωqaq − (
1

2τ qph
+
dΓ

dt
)aq + κqAin(t), (6.6)

where Γ = Γqq is given by

Γ(t) = ∫
∆ε(r, t)∣eq ∣2d3r

2 ∫ ε(r)∣eq ∣
2d3r

. (6.7)

Interpretation of equation (6.6)

Consider the behavior of the mode when it is excited by an input field that suddenly

turns off at t = 0. In this case, for t > 0, Eq. (6.6) becomes

daq
dt

= −iω′q(t)aq − γ(t)aq, (6.8)

where

ω′q(t) =
ωq

1 + Γ(t)
, γ(t) = (

1

2τ qph
+
dΓ

dt
)

1

1 + Γ(t)
. (6.9)

The meaning of Eq. (6.8) is clear. It implies that the optical field will oscillate at

the frequency ω′q and decay at a rate γ, both of which depend on the index change
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through Γ. By considering that Γ ≪ 1, the oscillation frequency can be approximated

as

ω′q ≈ ωq (1 − Γ) . (6.10)

If a cavity with steady-state refractive index n0 undergoes a spatially-uniform index

change ∆n(t), then the expression for Γ in Eq. (6.7) can be approximated by Γ(t) ≈

∆n(t)/n0. In this case the change in oscillation frequency of the field in Eq. (6.10)

can be expressed as

∆ω = −ω0∆n/n0. (6.11)

This expression for the frequency shift has been known since the first theoretical

studies of AWC [126,127], and has also been verified experimentally [128].

Equation (6.9) indicates that not only the frequency, but also the photon lifetime

will be modified by the index change. As a result the energy stored in the cavity will

not simply decay exponentially for t > 0, as would be the case in the absence of the

index change. The energy as a function of time can be calculated as follows:

U(t) =
1

4 ∫
[ε0ε

′(r, t) ∣E∣
2
+ µ0 ∣H∣

2
] d3r

=
1

4 ∫
[ε0 (ε +∆ε) ∣E∣

2
+ µ0 ∣H∣

2
] d3r

=
∣aq ∣2

4Nq
∫ [ε0 (ε +∆ε) ∣eq ∣

2
+ µ0 ∣hq ∣

2
] d3r

= [1 + ∫
∆ε∣eq ∣2 d3r

2 ∫ ε∣eq ∣
2 d3r

] ∣aq ∣
2

= [1 + Γ(t)] ∣aq ∣
2, (6.12)

where definitions (6.1) and (6.7) have been used, as well as the expression for the

electromagnetic field (5.12), the equality of the electric and magnetic energies of the

unperturbed mode, and Eq. (5.11). This expression, when combined with the dynamic
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amplitude Eq. (6.8), yields a differential equation for the mode energy,

dU

dt
=

dΓ

dt
∣aq ∣

2 + (1 + Γ)
d∣aq ∣2

dt

=
dΓ

dt
∣aq ∣

2 − 2γ (1 + Γ) ∣aq ∣
2

= −(
dΓ

dt
+

1

τph
) ∣aq ∣

2

= −
UdΓ/dt

1 + Γ(t)
−

U

τ qph(1 + Γ)
. (6.13)

If we assume that Γ(0) = 0 and U(0) = U0, then the solution to Eq. (6.13) is

U(t) =
U0

1 + Γ(t)
exp [−

1

τ qph
∫

t

0

dt′

1 + Γ(t′)
] . (6.14)

Clearly the electromagnetic energy stored in the cavity is not a conserved quantity.

One reason for this is resonator loss, which is described by the photon lifetime in the

exponential term. Equation (6.14) indicates that there is another cause of changes to

the energy in addition to resonator loss. To see this more clearly, consider a time scale

much shorter than the photon lifetime so that resonator losses can be neglected. In

this case the exponential term in Eq. (6.14) can be replaced with 1. The energy is still

not conserved because of the factor 1+Γ in the denominator, which is solely a result

of changes in the refractive index. These intrinsic changes to the mode energy were

first observed by Notomi and Mitsugi in Ref. [127] using numerical simulations. They

observed that, while the optical energy is not conserved during AWC, the number of

photons in the cavity is. The number of photons stored in the cavity as a function

of time Np(t) can be calculated by using solution (6.14) and Eq. (6.9) for the photon

frequency,

Np(t) = U(t)/h̵ω′q(t) = U0/h̵ωq. (6.15)

Thus, the theory of this chapter indicates that the photon number is indeed the

conserved quantity, in agreement with the numerical simulations.

Comparison with experiments

In order to test the theoretical model quantitatively its predictions are compared

with the experimental results reported in Ref. [128]. In that experiment a silicon
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ring resonator was employed as depicted in Fig. 6.1. An 18 ps input pulse (Ain) at

the 1564 nm wavelength was resonantly coupled into the cavity. While the input

pulse was trapped inside the ring a 100 fs pump pulse at the 415 nm wavelength was

focused onto the resonator from above using a microscope objective. Silicon strongly

absorbs light at this wavelength, and the pump pulse generated electron-hole pairs

that decreased the refractive index of the cavity. The focused spot size of the pump

pulse was ∼10 µm, which was larger than the 6 µm diameter of the ring so that the

index change was spatially uniform.

The change in refractive index is described by the semi-empirical model developed

by Soref and Bennett [90]. According to this model, the index change in silicon at

the 1.55 µm wavelength resulting from a free-carrier density N is given by

∆n = −σenN − (σhnN)
4/5

+ i
σa
2k0

N, (6.16)

where σen = 8.8 × 10−22 cm3, σhn = 4.6 × 10−22 cm3, σa = 14.5 × 10−18 cm2, and k0 =

2π/λ. Note that in this case ∆n is complex because the generated electron-hole pairs

absorb light at this wavelength. The carrier density, which is assumed to be uniform

throughout the resonator, obeys the rate equation

dN

dt
=
ξPp(t)

Vcavh̵ωp
−
N

τfc
. (6.17)

Here Pp(t) is the optical power of the pump pulse, ωp is its frequency, ξ is the fraction

of the pump pulse absorbed by the resonator, Vcav is the volume of the cavity, and

τfc is the effective free-carrier lifetime. τfc is effectively infinite for our purposes since

the dynamics of the probe pulse occur on a much shorter time scale.

Ain

At

Ar

Figure 6.1: Schematic of the silicon ring resonator used in the experiments of

Ref. [128].
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In the experiment measurements were taken of the transmitted field (At in Fig. 6.1),

which is related to the mode amplitude aq by Eq. (5.17). Both the pump and probe

pulses are assumed to be Gaussian in shape and the probe pulse is additionally as-

sumed to be free of chirp. All of the parameters necessary for modeling the experiment

are taken or inferred from statements made in Ref. [128], and are recorded in table

6.1. For the majority of the simulations not a single fitting parameter was used.

Figure 6.2 compares the predictions of the model with two experimentally mea-

sured transmission spectra from Ref. [128]. In Figs. 6.2(a) and 6.2(b) the pump pulse

energy was reported as being 0.419 pJ and 1.38 pJ, respectively. The spectra are

normalized to the peak of the transmission spectrum in the absence of a pump pulse,

allowing for quantitative comparison with the theoretical model. In both measure-

ments there is, in addtion to the original spectral peak at a detuning of 0 nm, a second

blue-shifted one. The wavelength shift from the lower pump-pulse energy, which gen-

erates fewer electron-hole pairs and induces a smaller change in the refractive index,

is smaller than the wavelength shift from the larger pump-pulse energy.

Although the agreement between the experimentally measured spectra and the

spectra calculated from the model is qualitatively accurate, there are some quantita-

tive differences. For instance, the overall transmission spectrum is about 25 % lower

in the simulation. Additionally, there is disagreement in the degree of overall wave-

Table 6.1: Parameters∗ used for the simulations shown in Figs. 6.2 and 6.3.

quality factor (Q) 18614

ring diameter 6 µm

cavity volume (Vcav) 2.12 µm3

probe wavelength (λ) 1.564 µm

pump wavelength (λp) 0.415 µm

probe pulse width 18 ps

pump pulse width 0.1 ps

absorption efficiency (ξ) 0.07

pump-probe delay 13.2 ps

∗Taken or deduced from Ref. [128]
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Figure 6.2: Comparison with experimental results from Ref. [128] of AWC in a silicon

ring resonator for pump-pulse energies of (a) 0.419 pJ and (b) 1.38 pJ. The parameters

used in the simulation were taken from [128] and are recorded in table 6.1. No fitting

parameters were used.

length shift. Interestingly, this disagreement does not exhibit a uniform pattern. In

Fig. 6.2(a) the theoretical degree of wavelength shift is larger than the experimen-

tal one, and in Fig. 6.2(b) it is smaller. There are many possible reasons for these

discrepancies. For instance, the semi-empirical model for the refractive index change

expressed in Eq. (6.16) has not been rigorously confirmed by any experiment to the

author’s knowledge. Also, the experimental parameters reported in table 6.1 were

all measured with some degree of uncertainty. Given the number of possible sources

of error and the complete absence of any fitting parameter, the degree of agreement

between the theoretical and experimental spectra is remarkable in the opinion of the

author.

Figure 6.3 compares the predictions of the theory with experimental observations

from Ref. [128] when parameters other than the pump-pulse energy are varied. In

Fig. 6.3(a) the experimental conditions are the same as for the measurements of

Fig. 6.2 except for a different pump-pulse energy, which is taken to be 0.7 pJ based
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Figure 6.3: Comparison with experimental results from Ref. [128] when (a) the pump

pulse energy is 0.7 pJ; (b) The probe pulse is detuned from resonance by -0.25 nm;

(c) the pump pulse is broadened to a 26 ps duration. In (c) a pump-probe delay of

20 ps was chosen as a fitting parameter. All other parameters were reported in [128]

and are recorded in table 6.1.

on the plot in Fig. 3 of Ref. [128]. The same pump-pulse energy was used in the

measurements of Figs. 6.3(b) and 6.3(c). The difference in Fig. 6.3(b) is that the

input pulse was detuned from the cavity resonance by -0.25 nm. Because the detuned

probe pulse only weakly excites the cavity mode, the transmission spectrum drops

uniformly. Notice that the ratio of the wavelength-shifted peak to the initial peak is

approximately the same as in Fig. 6.3(a). In Fig. 6.3(c) the experimental parameters

were the same as in Fig. 6.3(a), except that the pump pulse was broadened to a 26 ps

duration so that the refractive-index change occured on a time scale comparable to

the 15.5 ps photon lifetime of the cavity. As a result the conversion efficiency was

much lower. In Fig. 6.3(c) the pump-probe delay was not reported in Ref. [128], and

a value of 20 ps was chosen as a fitting parameter. No other fitting parameters were

used in any of the calculations in Fig. 6.3.
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6.2.2 Dynamic mode coupling

Dynamic refractive-index changes can transfer optical energy from a resonantly ex-

cited mode into neighboring modes. Even if the input beam has only a single spectral

peak and couples only to one resonant mode, the index change can redistribute the

optical energy among the modes so that the output beam exhibits multiple spectral

peaks. We will refer to this phenomenon as dynamic mode coupling.

Interpretation of equations (6.3)

Dynamic mode coupling occurs only under specific conditions. It is described by the

system of Eqs. (6.3) and occurs as a result of the off-diagonal elements of the coupling

matrix (i.e. Γkm for m ≠ k), which couples the various mode amplitudes.

Transfer of energy from one mode to another can only occur appreciably if the

refractive-index change happens on a time scale that is short compared to the recipro-

cal of the frequency spacing between those two modes, ∆ωkm = ωk −ωm. This is most

clearly understood from the approximate form of the dynamic equations, Eq. (6.5).

Since the amplitude ak is oscillating at ωk, then the term iΓkmωmam that appears on

the right-hand side of the equation can only influence its time development if it has a

spectral component oscillating at ωk as well. Since the amplitude am is oscillating at

ωm this leads to the requirement that Γkm, and hence the index change ∆n(t), have

spectral components at the difference frequency ∆ωkm. In other words, the index

change must occur on a time scale that is short compared to the reciprocal of this

frequency difference. If modes k and m are nearest neighbors then this is equivalent

to the refractive index changing on a time scale that is short compared to the cavity

round-trip time, τr.

A second condition necessary for the occurrence of dynamic mode coupling is

that the refractive index change be spatially nonuniform. This is deduced from the

expression for Γkm in Eq. (6.4) and the spatial symmetry properties of the resonator

modes. Consider as an example the ring resonator depicted in Fig. 6.4. In a cylindrical

coordinate system with origin at the center of the ring and z-axis normal to the

substrate the kth mode profile can be written

ek(r, θ, z) = Eku(r, θ, z)eikθ. (6.18)
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2πf

Figure 6.4: Schematic of the silicon ring resonator used in the experiments of

Ref. [121].

Here u represents the transverse profile of the waveguide mode, which is assumed

for the sake of simplicity to be independent of frequency. Note that it is only the

orientation of u that depends on θ, and that its modulus depends only on r and z.

Thus, we can choose u to be normalized so that ∬ r∣u∣2drdz = 1. Using Eqs. (6.18)

for the mode profiles, the coupling coefficient can be calculated from Eq. (6.4) to be

Γkm = (f/n0)∆n(t)sinc[(m − k)πf]ei(m−k)πf , (6.19)

where sinc(x) = sin(x)/x. Here it has been assumed that the optical field is primarily

concentrated in the waveguide core, which has refractive index n0.

Equation (6.19) indicates that if the index change is spatially uniform (i.e. if

f = 1) then dynamic mode coupling will not occur since Γkm = 0 for all m ≠ k in this

case. For the case f < 1, Eq. (6.19) provides an estimate of the number of modes

that will be excited by dynamic coupling. For example, if f = 1/3 then a resonantly

excited cavity mode can only appreciably couple to its 4 nearest spectral neighbors,

2 on the red side and 2 on the blue. For larger mode spacings Γkm will be negligibly

small in comparison. In the case f ≪ 1, an estimated 1/f modes can be appreciably

excited by dynamic coupling.

Dynamic mode coupling was explored using finite-difference time-domain sim-

ulations in Ref. [127] and demonstrated experimentally in Ref. [121]. In both of

these studies the requirement of an index change that is sufficiently fast and spatially

nonuniform was observed.
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Comparison with experiments

Consider the experiment of Ref. [121]. It was performed by the same group that re-

ported the observation of AWC in Ref. [128], which was studied in section 6.2.1. It was

in many ways very similar to that experiment except for two key differences. First, a

much larger silicon ring resonator was used so that the focused pump pulses only par-

tially overlapped with the cavity. As a result, electron-hole pairs were only generated

in a fraction of the ring and the refractive-index change was spatially nonuniform. A

second difference was that a continuous-wave (CW) probe beam was used instead of

a pulsed probe beam.

The theory of this chapter is used to model their experimental result by solving

Eqs. (6.3) for the coupled mode amplitudes, along with the rate equation for the

carrier density (6.17), which in turn gives the change in refractive index through

Eq. (6.16). The output field is related to the mode amplitude by Eq. (5.19). The

elements of the dynamic coupling matrix are calculated using Eq. (6.19). Two param-

eters necessary for modeling the experiment that were not explicity given in Ref. [121]

are the pump-cavity overlap fraction f and the pump absorption efficiency ξ. If we

assume that the spot size of the focused pump pulses (Wpump) is 10 µm as was re-

ported previously by the same group in [128], then the pump-cavity overlap fraction

can be calculated as f = Wpump/πD, where D is the diamater of the ring. This

leads to f = 1/30 for the 100 µm diameter ring used in the experiment. The pump

absorption efficiency can be induced by fitting the plot in Fig. 2(e) of [121], which

shows the adiabatic wavelength shift of each of the cavity resonances as a function

of pump-pulse energy. The expected adiabatic wavelength shift of each of the modes

is ∆λ = Γλ0, where Γ = f∆n/n0 from Eq. (6.19). Using this expression a value of

ξ = 0.07 is found to fit the measurement, which is exactly the same value of ξ that

was reported previously by the same group in Ref. [128]. This suggests that f and

ξ have been accurately induced from the reported data. The rest of the parameters

used in the simulation were given in [121] and are recorded in table 6.2.

Figure 6.5 compares the measured transmission spectrum from Ref. [121] with the

modeling result. The spectral peak at 1567.5 nm is from the CW probe beam that is

initially on resonance with a mode of the cavity. After the arrival of a 200 fs pump

pulse, part of the energy in this mode is adiabatically blue-shifted by ∼1 nm to its new



88

Table 6.2: Parameters∗ used in the simulation of Fig. 6.5.

quality factor (Q) 12000

ring diameter 100 µm

cavity volume (Vcav) 35.3 µm3

free-spectral range 1.9 nm

probe wavelength (λ) 1.5675 µm

pump wavelength (λp) 0.412 µm

pump pulse width 0.200 ps

pump pulse energy (Ep) 300 pJ

absorption efficiency (ξ) 0.07

pump-cavity overlap fraction (f) 1/30

∗Taken or induced from Ref. [128]
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Figure 6.5: Comparison with an experimental spectrum from Ref. [121] for the case

of dynamic mode coupling. All of the simulation parameters were taken or induced

from statements made in [121] and are recorded in table 6.2. No fitting parameters

were used.
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resonance wavelength. Another part of the energy is redistributed among a number of

neighboring modes. The resonance wavelengths of these modes are also blue-shifted

by ∼1 nm from their initial values as a result of the arrival of the pump pulse. These

initial resonances can be observed in the experimental spectrum in Fig. 6.5 as a result

of broadband noise in the CW input beam (most likely from an amplifier). Because the

blue-shifted resonances are larger than these intial ones, it can be concluded that their

existence is primarily a result of the mode coupling phenomenon, rather than from

AWC. The initial resonance wavelengths are not present in the theoretical spectrum

because no noise was taken into account for the input beam in the simulation. a

-65 dB noise floor was, however, imposed artificially on the output beam in order to

take into account as much of the experimental scenario as possible.

The relative degree of excitation of the neighboring modes predicted by the model

is in good agreement with the experimental observation. One source of error in the

simulations is the use of a finite number of modes. In this case 9 modes were used in

the calculation in order to obtain an accurate spectrum over the 7 modes shown in

Fig. 6.5. Error was observable in the bluest mode simulated (not depicted in Fig. 6.5),

which exhibited a ‘piling up’ of spectral energy of unknown numerical origin. An

additional source of error is the use of a finite time window. In the simulation, a time

window of only 1.6 ns was used, which is much smaller than the 13.2 ns repetition

period of the pump pulses. Despite these sources of error, the degree of quantitative

agreement between the measured and simulated spectra is remarkable in the opinion

of the author.

6.3 Reconfigurable wavelength conversion devices

AWC is an attractive means of implementing wavelength conversion devices for optical

communications because of its potential for reconfigurability. The final wavelength

of the optical field depends only on the degree of refractive-index change, which can

be reconfigured by adjusting the strength of the signal that controls it. This signal

could be, for example, an electrical voltage that changes the index by an electro-optic

effect. It could also be an optical signal that changes the index by a nonlinear effect

for all-optical wavelength conversion.
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The question is, could such devices be made to perform suitably? Even before

AWC was first demonstrated in resonators, it was argued that resonator-based AWC

devices would suffer from inherent limitations in conversion efficiency and would also

impose an unacceptable degree of pulse distortion [134]. As an alternative it was

proposed [134] and later demonstrated experimentally [131] to use slow-light modes

in photonic-crystal waveguides as a means of spatially confining an optical pulse for

AWC. The advantage of this approach is that, in principle, the wavelength of the pulse

can be converted with 100% overall efficiency while imposing negligible distortion.

However, such a scheme may suffer from two practical problems. First, slow-light

modes of photonic-crystal waveguides have notoriously high propagation losses [140],

imposing a constraint on the achievable conversion efficiency. Second, the volume of

material for which the refractive index must be changed may be significantly larger

than in the resonator approach, leading to higher energy consumption. For these

reasons the resonator approach to AWC may still be viable, provided that such devices

can be designed to perform suitably both in principle and in practice.

In this section the question of how efficiently resonator-based AWC devices can

perform in principle is addressed. In section 6.3.1 the design criteria for optimal device

performance are outlined. Section 6.3.2 presents an example of a cavity design for

efficient and reconfigurable AWC of optical pulses in the 1.55 µm wavelength regime.

6.3.1 Design principles

AWC is described by Eq. (6.6) for the mode amplitude aq, along with the relations for

the output fields (5.16) and (5.17). For reconfigurable conversion in a communications

system at least two parameters in these equations are prescribed. The first is the input

field Ain(t), which is generally a bit stream. For simplicity we will consider only a

single pulse in this bit stream. Note that this is only a realistic simplification for the

case of the return-to-zero modulation format, and the considerations of this section

will not be applicable to conversion of a bit stream encoded in the non-return-to-zero

format. The second fixed parameter will be the overall change in refractive index

[and hence the final value of Γ(t)]. This is because the device will have a prescribed

target wavelength channel to which it should convert the information (in a given

configuration), and this final wavelength is determined by the index change.
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Equation (6.6) indicates that there are three remaining degrees of freedom that

influence AWC and can be engineered for optimal device performance. The first is the

cavity photon lifetime, τph. The lifetime can be engineered by changing the strength of

coupling to external fields. This could be accomplished in the ring resonator depicted

in Fig. 6.1, for example, by changing the distance between the input waveguide and

the ring. The second degree of freedom is the temporal profile of the refractive-index

change that determines Γ(t). As noted previously, the final value of Γ is prescribed

by the application. However, the dependence of Γ on time before it reaches this

final value is not prescribed and remains to be chosen. The third and final degree

of freedom is the type of resonator used. Although Eq. (6.6) is very general in that

it applies to all types of resonators, the coupling coefficient κ that appears in the

equation depends on the resonator design. Additionally, both κ and κt influence the

performance of the device through the output field relations of Eqs. (5.16) and (5.17).

It should also be noted that this last degree of freedom is not independent of the first.

The photon lifetime is related to the coupling coefficients by Eqs. (5.20), (5.21), and

(5.22). When combined together these become

1

τph
=

1

τ iph
+ ∣κ∣2 + ∣κt∣2, (6.20)

where the mode subscript k has been dropped since we will consider only a single

mode. Thus, the three degrees of freedom are not independent of one another. We will

consider each of these in their turn on conceptual grounds before demonstrating the

performance capabilities of a resonator-based AWC device using numerical solutions

of Eq. (6.6).

The photon lifetime

Notomi and Mitsugi first recognized that if the photon lifetime of the resonator is

sufficiently long then the efficiency of the conversion of light inside the resonator will

be 100% [127]. It was later pointed out by Gaburro et al. that the overall conversion

efficiency of an optical pulse will be less than this since not all of the pulse will be in

the resonator at the time of the refractive-index change [134]. If the photon lifetime

is much longer than the temporal duration of the pulse then the spectral width of

the resonance will be much narrower than the spectrum of the pulse. As a result, the
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pulse will not couple efficiently into the resonator and the overall efficiency will be

low. Not only this, but because of the spectral filtering imposed by the resonator the

pulse will be considerably broadened in the time domain. On the other hand, if the

photon lifetime is much less than the pulse duration, much of the optical field will

have leaked out of the resonator before the change occurs and the efficiency will also

be low, and the converted pulse duration will be much less than the incident pulse

duration.

Based on these considerations we can conclude that the optimal photon lifetime

is comparable to the temporal duration of the incident optical pulse. Not only this,

but such a photon lifetime should simultaneously preserve the pulse duration upon

conversion.

The temporal profile of the refractive index change

Notomi and Mitsugi argued that a requirement for efficient conversion is that the

temporal duration of the refractive index change be much shorter than the photon

lifetime [127]. This was later verified experimentally by Preble et al. [128]. Their

experimental results are also included in this chapter. Figures 6.3(a) and 6.3(c) show

the converted spectrum when the refractive index changes on a time scale ≪ τph and

> τph, respectively. In the latter case the frequency conversion is almost unnoticeable,

and the influence of the refractive-index change is better characterized as a spreading

or smearing of the pulse spectrum rather than a conversion of it. Physically, the

underlying reason for this is that the frequency of light inside the cavity is slaved

to the value of the index change. If light is leaking out of the resonator while the

index is still changing it will retain the frequency to which it was tuned at the time it

left the cavity. Thus, a resonator that undergoes a refractive-index change on a time

scale longer than or comparable to the photon lifetime will release light over a broad

spectrum rather than cleanly converting it to a new wavelength.

These considerations lead to two basic design principles for the temporal profile

of the index change. First, as pointed out by Notomi and Mitsugi, it must occur on a

time scale short compared to the photon lifetime. Second, since the index change will

convert all of the light trapped inside the cavity at the time that it occurs, it should

initiate at a time for which the optical energy in the cavity is a maximum.
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The type of cavity

One of the phenomenal things about the theoretical model of this chapter is that

it makes no assumptions about the kind of dielectric cavity used for AWC. Thus,

the kind of resonator used only matters in so far as it influences the parameters

that appear in Eq. (6.6), as well as in Eqs. (5.16) and (5.17) for the output fields.

In practice there will be other considerations for resonator design that have to do

with the most efficient means of changing the refractive index, but we will not be

concerned with those here. We will assume that such means have been figured out

and result in the desired temporal profile for Γ(t). The three remaining parameters

are τph, κ, and κt, which are related by Eq. (6.20). Because we are interested in the

optimal conversion efficiency attainable, we will assume that the photon lifetime is

mainly determined by coupling losses, and that intrinsic losses resulting from material

absorption and scattering are negligible in comparison. This situation corresponds to

an ‘overcoupled’ cavity, and mathematically it means the quantity 1/τ iph that appears

in Eq. (6.20) is much smaller than the coupling terms so that this equation can be

approximated as
1

τph
≈ ∣κ∣2 + ∣κt∣2. (6.21)

In this case the photon lifetime is entirely determined by the coupling coefficients.

This imposes a constraint on the coupling coefficients since, as we determined earlier,

the photon lifetime should be chosen to be approximately equal to the duration of

the input pulse.

The one choice left to make regarding the cavity is how many output ports to

use. It is conceivable to have any number of output ports, but we will limit our

discussion to the most common cases of having either 1 or 2 of them, as was done

in section 5.1.3. These two cases correspond to resonators of the Gires–Tournois and

Fabry–Perot types, respectively. Examples of Gires–Tournois type resonators are

shown in Fig. 6.6(a). The sole output port of a Gires–Tournois resonator is always

a reflection port. This is unavoidable because of the necessity of having an input

coupler. Examples of Fabry–Perot type resonators are shown in Fig. 6.6(b). The

second output port of the Fabry-Perot will be assumed to be a transmission port,

which is the most common case. It might be expected on intuitive grounds that the
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Figure 6.6: (a) Examples of Gires–Tournois resonators; (b) examples of Fabry–Perot

resonators

Gires–Tournois cavity will exhibit a superior conversion efficiency when compared to

that of the Fabry–Perot since its output is all channeled into a single port, whereas

the Fabry–Perot’s output is shared between two ports. This conclusion is correct, as

will be shown, but the comparison between the two is more complicated than this

thinking suggests.

For the Gires–Tournois cavity κt = 0 and Eq. (6.21) dictates that κ = 1/
√
τph.

For the Fabry–Perot κt ≠ 0 and a choice remains about the relative values of κ and

κt that will optimize the conversion efficiency at the transmission port. Noting that

the transmitted field is linearly proportional to κt from Eq. (5.17), and that the

excitation of the mode amplitude (and hence the transmitted field) is proportional

to κ from Eq. (6.6), we conclude that the transmitted field is proportional to the

product κκt. Therefore, the energy in the converted pulse Et, which depends on the

modulus-squared, can be expressed

Et = α∣κκ
t∣2, (6.22)

where α is a constant of proportionality. Because κ and κt are constrained by

Eq. (6.21), we can express the converted pulse energy in terms of only one of them,

Et = α∣κ
t∣2

√
1/τph − ∣κt∣2. (6.23)
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This function is maximized when ∣κt∣2 = 1/2τph. Thus, when

κt = κ = 1/
√

2τph (6.24)

the conversion efficiency of the Fabry–Perot device will be maximized.

Figure 6.7(a) compares the performance of the Fabry–Perot and Gires–Tournois

cavities. In the simulations parameters were chosen to optimize the efficiency of each

of the resonators. The photon lifetime was chosen to be comparable to the input

pulse width. More specifically, τph = T0 for a Gaussian pulse shape given by

Ain(t) = A0e
−1/2(t/T0)

2
−iω0t. (6.25)

The refractive-index change was initiated at a time for which the energy in the cavity

was maximum (this time is the same for both cavities), and its duration was chosen

to be only 5% of the photon lifetime. The temporal profile of the index change had a

linear slope as shown in the inset of Fig. 6.7(b). The coupling coefficients are chosen
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Figure 6.7: Comparison of Fabry–Perot and Gires–Tournois resonators when used for

AWC. (a) Comparison of the input and converted spectra for each of the devices; (b)

Comparison of the input pulse shape with the output pulse from the Gires–Tournois

device both before and after a spectral component at the initial resonance is filtered

out. The temporal profile of the refractive index change is shown in the inset.
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to be those given by Eq. (6.24) for the Fabry–Perot. For the Gires–Tournois κt = 0

and κ = 1/
√
τph as discussed earlier. The quality factor (Q) of the cavity was chosen

to be 20,000, a typical experimental value [128,129].

Evident from Fig. 6.7(a) is the superior performance of the Gires–Tournois cavity.

The overall conversion efficiency can be calculated by filtering each of the output

spectra to remove a spectral component at the initial cavity resonance and then

integrating to obtain the converted energy. The efficiency of the Gires–Tournois

device is found to be 74.32%, whereas the efficiency in both the transmission port

and reflection port of the Fabry–Perot is 18.58%. Thus, the Gires–Tournois’ efficiency

is 4 times the Fabry–Perot’s. There are two reasons for this. One of these is a factor

of 2 that results from the fact that the Fabry–Perot shares its output between two

ports whereas the Gires–Tournois does not. The other factor of 2 has more subtle

origins. It results from the fact that, in order for the photon lifetime to be the same

in both cases, the input coupling coefficient κ must be
√

2 times as large for the

Gires–Tournois device. This translates into a factor of 2 greater pulse energy coupled

into the resonator, and hence converted to the new wavelength. Simulations also

show that by choosing a slightly different photon lifetime the conversion efficiency

can be enhanced, but that the degree of this enhancement is negligible (<0.2%). It

may also be the case that alternative pulse shapes (rather than the Gaussian) might

enhance this efficiency somewhat, but this enhancement is unlikely to be very large.

It thus appears that the simulation shown in Fig. 6.7(a) approaches a fundamental

limit to the wavelength conversion efficiency achievable by AWC of an optical pulse

in a resonator.

The only question that remains is whether or not the pulse duration is preserved in

the AWC process. Figure 6.7(b) shows that, by a stroke of good fortune, this happens

to be the case for the Gires–Tournois cavity with optimized conversion efficiency

whose spectrum is shown in Fig. 6.7(a). Shown in 6.7(b) are the converted pulse

shapes before and after being passed through a Gaussian filter to remove a spectral

component at the original cavity resonance. Before the filter these two frequency

components beat together to produce intensity oscillations, but after the filter a clean

pulse shape is obtained with a temporal duration nearly equal to that of the input

pulse.
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6.3.2 An example

In section 6.3.1 the design principles of an AWC device were outlined, and an example

was presented in Fig. 6.7 showing frequency conversion of a pulse to a specific target

frequency (20 cavity linewidths away from the original resonance). The purpose of

this section is to consider the performance capabilities of such a device when used for

conversion to a variety of target frequencies, such as would be the case if it were used

reconfigurably. In order to make the example more concrete the use of normalized

units will be abandoned in favor of standard units.

Figure 6.8 shows the results of simulations demonstrating the performance of an

AWC device for conversion of a 40 ps input pulse to a number of different frequencies,

each spaced at integer multiples of 50 GHz away from the initial carrier frequency.

The cavity design and simulation parameters are similar to those used in Fig. 6.7,

with some differences. The input pulse is assumed to be Gaussian and given by

Eq. (6.25). The photon lifetime is chosen so that τph = T0, leading to a 24 ps photon

lifetime for the 40 ps full-width-at-half-maximum input pulse. The Q factor for a

cavity having such a lifetime at the 1550 nm wavelength is ≈ 29,000. The magnitude

of the maximum refractive-index change is 0.155% for the furthest channel spacings of

±300 GHz. The duration of the index change is chosen to be 5% of the photon lifetime

for all channel spacings and is shown in the inset of Fig. 6.8(a) for the upconverted

frequencies. After the conversion, all of the pulses are passed through 50 GHz (full-

width-at-half-maximum) Gaussian filters.

Figure 6.8 demonstrates that the device performance can be virtually independent

of the extent of frequency conversion. Fig. 6.8(b) shows the temporal profiles of the

6 upconverted pulses investigated in the simulations after they have been passed

through the 50 GHz filters. The temporal profiles are relatively independent of the

final frequency, meaning that both their conversion efficiency and pulse shape are

the same. The pulse that was converted by only one channel spacing (50 GHz)

exhibits some distortion as a result of a spectral component at the original resonance

frequency that is not completely eliminated by the filter. All of the other pulse shapes

are identical. Figure 6.8(c) shows that not only the temporal profiles of the pulses

but also their spectral shapes are nearly identical. Also shown in Fig. 6.8(c) are

downconverted pulses that are obtained by applying similar refractive-index changes
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Figure 6.8: Example of a reconfigurable AWC device. (a) Input pulse shape (dashed

curve) and temporal profile of the refractive-index changes for each of the upconverted

pulses; (b) Comparison of the input with the converted pulse shapes after passing

through 50 GHz filters; (c) Input and output spectra for each of the configurations.

The final wavelength in each configuration is determined by the value of the index

change.

as shown in Fig. 6.8(a), except that the sign is flipped (the index changes are positive

in this case).

The performance potential for reconfigurable AWC devices laid out in this section

demonstrate that they could conceivably be designed to operate efficiently. However,

there are a number of practical issues that remain to be addressed before such devices

could be realized. For example, the issue of timing of the index change. The example

of Fig. 6.8 assumed that the index change occured over a time of less than 2 ps, which
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may not be practical. Additionally, it was assumed that the index change initiated at

just the right time for optimal conversion efficiency, and a mechanism for timing the

signal to the input pulse would be needed to implement this in reality. Finally, the

converted pulses in the simulations are delayed from those of the input by about one

pulse width. Thus, it is not clear how such a device could convert two consecutive

pulses in an optical bit stream. It may be that some sacrifice in conversion efficiency

could remove this obstacle, or that the device could be used to convert alternate pulses

for time-division demultiplexing applications, but it may also be the case that this

difficulty proves insurmountable. What the simulations of this section really show,

then, is not that reconfigurable AWC devices are achievable but that methods for

overcoming these obstacles may be worth pursuing.

6.4 Summary

In this chapter a comprehensive theory of dynamic refractive-index changes in optical

resonators was developed, which describes the dynamics of the optical field when

the index is changed by some external means such as an electro-optic effect. The

theory describes two distinct wavelength conversion processes. The first is AWC,

which is a tuning of the optical frequency of light by the index changes while it is

trapped inside a single mode of the cavity. The second is dynamic mode coupling,

which is the transfer of optical energy of light from one mode into many different

modes at different frequencies. The theory was shown to reproduce the results of

experiments in the literature of both of these phenomena with both qualitative and

quantitative accuracy. It was then applied to consider the possibility of using AWC for

reconfigurable wavelength conversion devices. The design criteria of such devices were

clarified, and it was shown that they are able in principle to convert the wavelength

of optical pulses with > 74% overall efficiency while nearly preserving their temporal

duration. Their performance was further shown to be relatively independent of the

extent of wavelength conversion in each configuration.
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7 Phase-switched two-input Kerr

flip-flops

Optical flip-flops have the potential to be used for buffering in communications sys-

tems as well as for memory elements in future all-optical computers. They’re typi-

cally realized by using bistability in resonators, which requires a nonlinear material

response. The three most common means of implementing bistability are the Kerr

effect, free-carrier dispersion in semiconductor devices, and thermal nonlinearities.

Of these the Kerr effect is the fastest, having an almost instantaneous material re-

sponse time. As a result the switching speed of Kerr flip-flops is not limited by the

nonlinear medium but by the photon lifetime of the cavity, which can be engineered.

For this reason the Kerr effect may become the most desirable means for implement-

ing optical flip-flops at some point in the future. At present, their implementation

in microresonator cavities is facing serious practical challenges. Optical absorption

inevitably heats the cavity and changes the refractive index via the thermo-optic ef-

fect [141,142]. As a result the nonlinear response is dominated by the much stronger

and slower thermal nonlinearity, and switching between the ‘on’ state (for which the

cavity is full of light) and the ‘off’ state (for which it is empty) is limited to µs time

scales [141]. Two-input bistability, for which the cavity is equally full of light in both

stable states, has the potential to circumvent thermal limitations. Such a device could

be flipped between its two stable states on time scales that are much shorter than

the thermal response time. As a result the thermally-induced index changes, being

unable to respond fast enough, would behave as an essentially constant background.

Figure 7.1 describes two-input bistability conceptually. Two distinct resonator

modes are excited by two different input beams. In Fig. 7.1(a) these modes are spa-
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Figure 7.1: A description of two-input Kerr bistability. (a) a configuration with two

spatially distinct modes; (b) a configuration with two spectrally distinct modes; (c)

a conceptual explanation of the two stable states in either configuration.

tially distinct; one is a clockwise-propagating mode and the other is a counterclockwise-

propagating mode. Figure 7.1(b) shows an alternative configuration where the two

modes are spectrally distinct, having different resonance wavelengths at λ1 and λ2. In

both configurations the physical mechanism that leads to two-input bistability is the

asymmetry between Kerr-induced self- and cross-phase modulations, the latter being

twice as large as the former. If the mode a1 is intense enough self-phase modulation

can cause it to experience a nonlinear change in refractive index, ∆nNL. This results

in a shift of its resonance frequency by an amount −ω1∆nNL/n0, where ω1 and n0 are

the low-intensity resonance frequncy and refractive index of the medium, respectively.

However, the change in refractive index experienced by mode a2 through cross-phase

modulation will be twice as much, and its resonance frequency will shift by an amount

−2ω2∆nNL/n0. If the two input beams A
(1)
in and A

(2)
in are equally intense and equally

detuned from resonance this can lead to the existence of two stable states, as de-

scribed in Fig. 7.1(c). In the first state, input beam 1 (depicted by a blue arrow) is
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on resonance and fills the cavity with light in mode a1 so that the transmission of

beam 1 is high. Input beam 2 (depicted by a red arrow), however, is off resonance

and only weakly excites mode a2 so that its transmission is low. In the second state,

the roles of beams 1 and 2 are reversed.

Two-input bistability in a ring resonator was investigated by Agrawal in the early

1980’s [143,144]. The focus of this work was absorptive bistability, but Kerr bistability

was also discussed and it was suggested to have a significant influence on the Sagnac

effect [144]. This suggestion was later taken up by Kaplan and Meystre who analyzed

the concept in detail and found that the effect would indeed enhance the sensitivity

of Sagnac measurements [145]. A later work of theirs that considered a non-rotating

ring resonator represents the first detailed study of the operating regimes of two-

input Kerr bistability [146]. Haelterman et al. considered the same phenomena in a

Fabry-Perot etalon where the two inputs were beams distinguished by propagating

at different angles [147, 148]. Haelterman later developed a dynamic theory of this

same structure and numerically demonstrated flip-flop operation by modulating the

intensities of the two input beams [149]. No experimental demonstration of two-input

Kerr bistability has been reported to the author’s knowledge.

While most studies of single-input Kerr flip-flops have considered switching by

intensity modulations of the input beam, it was pointed out as early as 1979 that the

phase properties of the field can play a dramatic role in the switching process [150]. In

this work, a dynamic theory of the mode amplitude was developed and it was argued

that the device performance might suffer from anomalous switching mechanisms that

result from phase variations in the input field [151, 152]. In Ref. [151] the model of

Ref. [150] was adopted to show that a pulse with the appropriate phase and amplitude,

when coherently combined with the input field, can switch the device both on and

off almost instantaneously even for high Q cavities. In Ref. [152] a similar equation

was used to show that the pulse power required for intensity modulation switching of

a bistable photonic-crystal microresonator can be reduced by engineering its spectral

phase structure. This last work also showed excellent agreement between the mode

amplitude equation and finite-difference time-domain simulations. No experimental

study of the role of input-beam phase in switching single-input Kerr flip-flops has

been reported to the author’s knowledge.
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In this chapter it is proposed to use pure phase modulation as a mechanism for

switching two-input Kerr flip-flops. In section 7.1 the theoretical methodology of

chapter 5 is used to derive the dynamic equations for two modes in a Kerr resonator.

The equations derived are valid for all types of dielectric cavities with Kerr media

and rigorous expressions are found for the nonlinear parameters. Thus, section 7.1

provides a general theoretical foundation for the equations used in Ref. [149] for two-

input nonlinear resonators, as well as the equation used in Refs. [150–152] for the

single-input case. In section 7.2 the equations are applied to two-input bistability,

and the appropriate biasing conditions of the flip-flop are clarified. In section 7.3 the

phase-switched device is proposed and verified by numerical simulations. Addition-

ally, a model of the thermodynamics of the device is developed and used to formulate

criteria for suitable materials and cavity designs. Section 7.4 summarizes the results

of this chapter.

7.1 Governing equations

The influence of the Kerr effect on the electromagnetic field in the cavity is modeled

using the dynamic mode-amplitude Eq. (5.15), where the nonlinear dipole-moment

density results from the Kerr effect. In other words PNL = P(3), where P(3) describes

the interaction of the field with the third-order susceptibility of the medium. By

making the approximation ∂P(3)/∂t ≈ −iωkP(3) Eq. (5.15) becomes

dak
dt

= −iωkak −
1

2τph
ak + κA

(k)
in (t) +

iωk

4
√
Nk
∫ e∗(k) ⋅P(3) d3r. (7.1)

The third-order dipole moment density can be written in terms of the third-order

susceptibility tensor and the electric field as [65,87]

P
(3)
µ (r, t) =

3ε0

4
∑
α,β,γ

χ
(3)
µαβγ (ω0;ω0,−ω0, ω0) Eα(r, t)E

∗

β(r, t)Eγ(r, t). (7.2)

The electric field is given from Eq. (7.2) as

E(r, t) =∑
m

am(t)
√
Nm

em (r) . (7.3)
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The governing equations are found by combining Eqs. (7.3), (7.2), and (7.1) for the

two modes considered. The result is a pair of coupled nonlinear mode amplitude

equations,

da1

dt
= −iω1a1 −

1

2τph
a1 + κA

(1)
in (t) + i(γ11∣a1∣

2 + 2γ12∣a2∣
2)a1, (7.4)

da2

dt
= −iω2a2 −

1

2τph
a2 + κA

(2)
in (t) + i(γ22∣a2∣

2 + 2γ21∣a1∣
2)a2. (7.5)

In deriving Eqs. (7.4) and (7.5) no specific configuration of the two-input device has

been assumed. As a result they describe both the device depicted in Fig. 7.1(a) and

the device depicted in Fig. 7.1(b), as well as any other two-mode configuration. It

should be noted that 5 nonlinear terms in each equation have been neglected. If one

considers the two modes to be at different resonance frequencies as in Fig. 7.1(b),

then this is done by making the rotating-wave approximation because they are not

frequency-matched to the mode in question. On the other hand, if the two modes

share the same resonance frequency but are spatially distinct as in Fig. 7.1(a), then

the terms are neglected because they are equal to zero or approximately so as a result

of the spatial phase structure of the counterpropagating modes.

The values of the parameters in Eqs. (7.4) and (7.5) depend on the structure of

the cavity used and the modes that it supports. The nonlinear γ parameters are given

by

γkl =
ωkn2cηkl
n2

0(VkVl)
1/2
, (7.6)

where Vk is the effective mode volume of the kth mode and is given by

Vk =
(∫ ε(r) ∣e

(k)∣
2
d3r)

2

n4
0 ∫ (∣e(k)∣

2
)

2
d3r

. (7.7)

The terms ηkl are nonlinear overlap factors that measure how the modes interact

through the third-order susceptibility tensor,

ηkl = ∑
µαβγ

∫ χ
(3)
µαβγe

∗(k)
µ e

(k)
α e

∗(l)
β e

(l)
γ d3r

χ
(3)
c [∫ (∣e(k)∣

2
)

2
d3r ∫ (∣e(l)∣

2
)

2
d3r]

1/2
. (7.8)

Here the susceptibility tensor has been normalized to one of its components, χ
(3)
c .

Often this is chosen to be χ
(3)
c = χ

(3)
1111, where χ

(3)
1111 is in the crystallographic coordi-

nate system so that the n2 in Eq. (7.6) is the intensity-dependent refractive index of a
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wave polarized along the x-axis of that system (they’re related by χ
(3)
c = 4ε0cn2

0n2/3).

It should also be noted that n0 in Eq. (7.6) is the low-intensity refractive index of the

Kerr material in the resonator, and it is assumed that only one kind of Kerr mate-

rial dominates the nonlinear response (i.e. nonlinear inhomogeneity is not considered

here). In many cases Eqs. (7.4) and (7.5) can be simplified by making the approxi-

mations ηkl ≈ 1 and V1 ≈ V2 so that γ11 ≈ γ22 ≈ γ12 ≈ γ21 = γ for a lossless nonlinear

medium. This will be assumed throughout the rest of this chapter.

7.2 Two-input bistability

We have presumed on conceptual grounds that the two-input Kerr device can be

biased such that there are two stable states like the ones described by Fig. 7.1(c). That

intuition will be rigorously verified in this section by finding the steady-state solutions

of Eqs. (7.4) and (7.5) and examining their stability. For an input field coupled to

mode k and oscillating at frequency ω0k, the steady-state solutions correspond to

constants Bk and bk given by

A
(k)
in (t) = Bk e

−iω0kt, (7.9)

ak(t) = bk e
−iω0kt. (7.10)

Equations (7.4) and (7.5) then lead to a pair of algebraic equations for the complex

constants bk,

[−i (∆ωk + γ∣bk∣
2 + 2γ∣b3−k∣

2) + 1/2τph] bk = κBk, (7.11)

where k = 1 or 2 and ∆ωk = ω0k − ωk. Taking the modulus squared of these two

equations leads to a pair of algebraic equations relating the real mode energies Ek =

∣bk∣2 to the input beam powers Pk = ∣Bk∣
2,

[(∆ωk + γEk + 2γE3−k)
2
+ (1/2τph)

2
]Ek = ∣κ∣2Pk. (7.12)

Note that there is a one-to-one correspondence between the solutions of Eqs. (7.12)

and the solutions of Eqs. (7.11). In other words, Eqs. (7.12) are not only a necessary

condition for Eqs. (7.11) but also a sufficient one. After solving (7.12) for the mode

energies, the solutions can be used in (7.11) to find the mode phases.



106

In general Eqs. (7.12) are not easy to solve. For given biasing conditions, corre-

sponding to given input-beam detunings ∆ωk and input-beam powers Pk, they form

a pair of coupled cubic equations for the mode energies. In practice the solutions are

plotted using numerical tricks. Once the solutions are found, however, Eqs. (7.12) do

not guarantee their stability.

7.2.1 Stability analysis

The steady-state solutions of Eqs. (7.12) are not useful for biasing a flip-flop unless

they are also stable. A steady-state solution is unstable if the system tends to evolve

away from it. In other words, if a small perturbation is applied (such as occurs

regularly in practice), then the system will evolve away from an unstable state. The

stability of the steady-state solutions of Eqs. (7.11) can be analyzed using Eqs. (7.4)

and (7.5). Assume that there is a solution to the equations given by

ak(t) = bk [1 + ck(t)] e
−iω0kt, (7.13)

where bk is a solution to Eqs. (7.11) and ck(t) is a small perturbation to the solution

so that ∣ck∣ ≪ 1. By using this assumed solution in Eqs. (7.4) and (7.5), and keeping

only the terms up to first order in ck, a system of four coupled differential equations

is found for ck and their complex conjugates,

dc

dt
=
←→
S c, (7.14)

where

c =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

c1

c2

c∗1

c∗2

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (7.15)
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The matrix
←→
S that appears in Eq. (7.14) is given by

←→
S =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

i [∆ω1 + 2γ (E1 +E2)] − 1/2τph i2γE2

i2γE1 i [∆ω2 + 2γ (E1 +E2)] − 1/2τph

−iγE1 −i2γE2

−i2γE1 −iγE2

⋯

..................................................................................................

⋯

iγE1 i2γE2

i2γE1 iγE2

−i [∆ω1 + 2γ (E1 +E2)] − 1/2τph −i2γE2

−i2γE1 −i [∆ω2 + 2γ (E1 +E2)] − 1/2τph

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

(7.16)

where the Ek are the mode energy solutions of (7.12) whose stability is being exam-

ined. The stability of the state is determined by evaluating the eigenvalues of the

matrix
←→
S . The eigenvectors cm with eigenvalues Ωm satisfy

←→
S cm = Ωmcm, (7.17)

and any solution of (7.15) can be written as a linear combination of the solutions

cmeΩmt. Thus, a solution is stable if for all of the eigenvalues of its
←→
S matrix

Re{Ωm} < 0. (7.18)

In practice the eigenvalues cannot be found by analytical means. Rather, they are

evaluated numerically for each solution to determine its stability. Before this can be

done, however, the steady-state solutions must be found.

7.2.2 Stable steady-state solutions

It is possible to bias the device asymmetrically, so that the detunings and power levels

of the two inputs may differ. However, we are interested in finding a pair of stable

states for which the temperature, and hence the cavity energy, is the same in both

states. Thus, not only is there no apparent advantage to using asymmetric biasing

but there is an apparent disadvantage. Therefore, we will consider the simplest case

of symmetric biasing. This is the case that was analyzed by Kaplan and Meystre in
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Ref. [146]. Because the analysis is involved it is not reproduced here but in appendix

E. It is performed by finding steady-state solutions of Eqs. (7.12), where P1 = P2 = P0

and ∆ω1 = ∆ω2 = ∆ω0 for symmetric biasing, and then evaluating their stability

by using the method described in section 7.2.1. The final insight drawn is a crucial

device design criterion: the set of available biasing conditions for which the flip-flop

will work. Figure 7.2 shows such bias points in the (∆ω0, P0) plane. The suitable bias

points are defined by the purple shaded region. Their suitability is determined by

their exhibiting only a single pair of stable asymmetric solutions of Eqs. (7.12) such

as the ones shown in Fig. 7.1(c). The device will work for any of these points but in

the rest of this chapter we will focus on one with ∆ω0τph = −2 and 4γ∣κ∣2τ 3
phP0 = 2.

−4 −3 −2 −1 0
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Detuning (∆ω0τph)

In
p
u
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hysteretic symmetric solution 
boundary

asymmetric solution boundary

Figure 7.2: Biasing regimes for the flip-flop device in the (∆ω0,P0) plane after

Ref. [146]. The purple shaded region shows the set of ideal bias points where only

two stable states such as the ones described in Fig. 7.1(c) exist.

7.3 Phase-switched memory devices

In 1991 Haelterman numerically demonstrated flip-flop operation of the two-input

bistable resonator by modulating the intensities of the two input beams for set and

reset operations [149]. Specific designs and/or applications of the device have not

been conceived (indeed the two-input device has not even been demonstrated exper-

imentally), so it is difficult to say whether or not intensity modulation would be the

most practical switching mechanism. If set and reset operations could be realized
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by applying pure phase modulations to the input beams (so that their intensities

are kept constant) this may be a more technologically simple way to realize flip-flop

operation. In this section we demonstrate numerically that pure phase modulations

can indeed be used to achieve both set and reset operations. Such phase modulations

could be implemented either electro-optically (e.g. the Pockel’s effect) or all-optically

(e.g. cross-phase modulation by set/reset pulses) but we will not assume a specific

mechanism in the analysis of this section.

The principle behind phase switching can be understood by considering the nature

of the stable states of the system when biasing conditions deviate from symmetry.

Consider, for example, a device that is initially biased symmetrically so that it is in

the second state depicted in Fig. 7.1(c) and input beam 2 is on resonance and fills the

cavity with light. If the detuning of beam 2 increases (so that the red arrow shifts to

the right in the figure) while its power level is kept constant, the energy in mode 2

will be forced to decrease. As a result cross-phase modulation will no longer be able

to hold the resonance of mode 1 at bay and input beam 1 will begin to fill the cavity

with light. After the cavity fills up with light in mode 1, the resonance of mode 2

will be pushed to negative detunings. The cavity will then empty of light in mode

2 and after the detuning of beam 2 is brought back to its bias value, the device will

have flipped to the first state depicted in Fig. 7.1(c). A reset operation that flops the

device can be realized in an exactly analogous way by modulating the detuning of

input beam 1.

This intuitive understanding of the switching process is verified mathematically in

Fig. 7.3. The figure shows the available stable states of the system when the detuning

of input beam 2 (∆ω2τph) deviates from its bias value of -2. In the calculations the

detuning of input beam 1 is kept constant at -2 and the input powers of both beams

are equal and fixed so that 4γ∣κ∣2τ 3
phP0 = 2. For values of ∆ω2τph less than -2 the

stable states of the system exhibit complicated behavior. For values greater than -2

they are much simpler. When the detuning is slightly larger than -2 there exists a

region where the only available state is one for which the transmission of input beam

1 is high and input beam 2 is low (shaded in purple in the figure). If the device were

initially in a state for which the transmission of beam 2 were high and the transmission

of beam 1 low, then a temporary increase of the input beam 2’s detuning into this
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Figure 7.3: Stable and unstable transmission states as a function of input field 2’s

detuning when the detuning of input field 1 and both of their power levels are kept

constant at the bias point. The purple shaded region indicates where switching will

occur in the presence of a phase modulation.

region could flip the device. Figure 7.3 indicates that for detunings of input beam 2

larger than ∼-1.1 (to the right of the shaded region in the figure) the states exhibit a

slightly more complicated behavior. However, it seems that the transmission of beam

2 will inevitably drop even for detunings larger than this value, and the device may

be expected to flip in this case as well.

7.3.1 Design principles

Modulations of the input-beam detunings are directly related to modulations in their

phases. The phase-switching process is modeled by solving Eqs. (7.4) and (7.5) for

the dynamics of the field when the input beams are given by

A
(k)
in (t) =

√
P0e

iφk(t)−iω0t. (7.19)

Here the time-dependent phase φk(t) is imposed by a set or reset signal. Its influence

is to temporarily modulate the detuning of the input beam,

∆ωk(t) = ∆ω0 −
dφk
dt

. (7.20)

Thus, the negative of the derivate of the phase profile is equivalent to a shift in detun-

ing. A negative slope in the phase profile thus increases the detuning and moves the

system into a desired switching region according to the previous considerations. Prac-

tically, however, it is desirable that the phase modulation signal be able to be turned
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off. Thus a negative slope in the phase cannot be realized without an accompanying

positive slope. The most convenient means for implementing the phase modulation is

in pulsed form. Therefore, we will consider Gaussian phase modulations of the form

φk(t) = φ0e
−(t−tp)2/T 2

0 . (7.21)

The leading edge of this phase modulation induces a negative detuning on the beam

that is not useful for either the set or reset operations. The trailing edge, however, is

exactly what is needed to switch the device. The maximum detuning in the trailing

edge of the phase modulation is approximately given by

∆ωmaxk ≈ ∆ω0 + 0.86φ0/T0. (7.22)

If the detuning is sufficiently large and maintained for a sufficiently long duration of

time that the resonator can respond, the device can be expected to set or reset as the

case may be.

The phase modulation profile

These considerations lead to some useful design principles for the phase modulation

profile. The first comes from the requirement that the change in detuning must

be large enough to drive the system into an appropriate switching region. Roughly

speaking, it is desirable that the maximum shift in detuning be approximately a

cavity linewidth (1/τph). This intuitive understanding is confirmed by considering

Eq. (7.22) for the maximum detuning and the values defining the switching region

shown in Fig. 7.3. Thus, it is approximately the case that the device will switch for

phase modulation parameters satisfying

φ0

T0

≳
1

τph
. (7.23)

Additionally it is necessary that the system have enough time to respond to the phase

modulation in order for it to switch. This consideration leads to a second approximate

condition for the modulation’s temporal duration,

T0 ≳ τph. (7.24)
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The intuitive criteria for the phase-modulation parameters expressed in Eqs. (7.23)

and (7.24) are verified by numerical solutions of Eqs. (7.4) and (7.5). The input beam

amplitudes A
(k)
in are modeled by Eq. (7.19) with phase profiles of the form (7.21). The

results are shown in Figs. 7.4 and 7.5. Figure 7.4 shows a set of simulation results for

modulations with different values of maximum phase shift φ0 but having the same

temporal duration T0 = 2τph. The difference between Figs. 7.4(a) and 7.4(b) is that

the ratio φ0/T0 is increased from 1/τph in 7.4(a) to 1.15/τph in 7.4(b). As a result, a

switching threshold is crossed and the set and reset operations that fail in the former

case succeed in the latter. Note that this threshold is approximated well by Eq. (7.23).

Figures 7.4(c) and 7.4(d) show that switching continues to succeed for φ0 values of

π and 2π, respectively. Further simulation results not presented here show that the

phase modulation continues to succeed up to φ0 ∼ 9. This corresponds to a ratio

φ0/T0 of 4.5/τph, indicating that switching occurs reliably for values of the temporary

detuning significantly to the right of the shaded region in Fig. 7.3.

Figure 7.5 shows a set of simulation results for different values of the temporal

duration T0 but the same maximum phase shift φ0 = π. The difference between

Figs. 7.5(a) and 7.5(b) is that T0 is increased from τph/2 to τph. As a result, the set

and reset operations that fail in the former case succeed in the latter. Note that this

switching threshold is predicted well by Eq. (7.24) and results from the fact that the

system needs enough time to respond to the phase modulation in order to switch.

Figures 7.5(c) and 7.5(d) indicate that there exists a second switching threshold for

T0 somewhere between 4τph and 5τph. Note that these values of T0 correspond to

ratios φ0/T0 of 0.76/τph and 0.63/τph. Thus, the location of this second switching

threshold is in relatively good approximation with the prediction of Eq. (7.23).

A figure of merit for suitable materials

The results in Figs. 7.4 and 7.5 demonstrate that phase switching can work in prin-

ciple. What they do not show is that two-input Kerr bistability, much less phase

switching, are feasible in practice. In practice material absorption heats up the cav-

ity and changes its refractive index via the thermo-optic effect. It was stated in the

introduction of this chapter that the two-input configuration can overcome this lim-

itation. Here that claim will be examined in more detail. A thermal model of the
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Figure 7.4: Flip-flop operation by pure phase modulation of the input fields when the

temporal duration of the modulation T0 = 2τph and the maximum phase shift is (a)

φ0 = 2, (b) φ0 = 2.3, (c) φ0 = π, and (d) φ0 = 2π. The power levels of the two inputs

are the same and do not change in time.
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Figure 7.5: Flip-flop operation by pure phase modulation of the input fields when

the maximum phase shift φ0 = π and the temporal duration of the modulation is (a)

T0 = τph/2, (b) T0 = τph, (c) T0 = 4τph, and (d) T0 = 5τph. The power levels of the two

inputs are the same and do not change in time.
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resonator will be developed and used to formulate a figure of merit for the suitability

of material systems out of which to construct it.

The intrinsic photon lifetime of the cavity [related to the overall photon lifetime

by Eq. (5.20)] has two distinct contributions. One contribution is from material

absorption and another is from scattering and radiation losses. In other words,

1

τ iph
=

1

τabph
+

1

τ scph
, (7.25)

where τabph accounts for absorption and τ scph accounts for scattering. Absorption can

be analyzed as a perturbative contribution in the dynamic mode amplitude equation

(7.1), leading to the relation
1

τabph
≈
cα(ab)

n0

, (7.26)

where α(ab) is the absorption coefficient of the material out of which the cavity is

made (absorptive inhomogeneity will be neglected for simplicity). By assuming that

100% of the absorbed energy goes towards heating up the device, a rate equation is

formulated for the thermal energy stored in the cavity ∆UT ,

d∆UT
dt

=
cα(ab)

n0

(∣a1∣
2
+ ∣a2∣

2
) −

∆UT
τT

, (7.27)

where τT is a thermal lifetime that is typically on the order of microseconds. The

thermal energy is related to the thermally-induced change in refractive index ∆nT by

∆nT =
(∂n/∂T )∆UT
ρCρVcav

, (7.28)

where ∂n/∂T is the thermo-optic coefficient of the medium, ρ is its density, Cρ is its

specific heat capacity, and Vcav is the volume of the cavity. By combining Eq. (7.28)

with Eq. (7.27) a rate equation is found for the index change,

d∆nT
dt

=
(∂n/∂T )cα(ab)

n0ρCρVcav
(∣a1∣

2
+ ∣a2∣

2
) −

∆nT
τT

. (7.29)

In order to describe the influence of the index change on the mode amplitudes the

theory of chapter 6 is used to add an additional term to Eqs. (7.4) and (7.5),

dak
dt

= −iωkak −
1

2τph
ak + κA

(k)
in (t) + iγ(∣ak∣

2 + 2∣a3−k∣
2)ak + iωk

∆nT
n0

ak, (7.30)
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where k = 1 or 2 and it has been assumed that all of the γ parameters are approxi-

mately the same. Here the additional term iωk
∆nT

n0
ak is taken directly from Eq. (6.5)

by assuming a spatially uniform index change and making the rotating-wave approx-

imation if necessary. Note that this term simply results in a shift of the resonance

frequency by an amount −ωk∆nT /n0 as expected. Equations (7.29) and (7.30) can

be used to evaluate the relative magnitudes of the Kerr and thermal nonlinearities.

By finding the steady-state solution for ∆nT in Eq. (7.29) and using it in (7.30) the

resonance frequency shift from the thermal effect is evaluated as

∆ωThrm ≈ −
ωkτT cα(ab)(∂n/∂T )

n2
0ρCρVcav

Ek, (7.31)

where Ek is the energy stored in the cavity (it is assumed that one mode dominates

the cavity energy at a given time). The resonance frequency shift from the Kerr effect

in a stable state of the system can also be evaluated from Eq. (7.30) as

∆ωKerr ≈ −
ωkcn2

n2
0Vcav

Ek, (7.32)

where the following approximate form of γ has been used:

γ ≈
ωkcn2

n2
0Vcav

. (7.33)

The ratio of the thermally-induced resonance shift to the Kerr-induced resonance shift

is then found to be

ΥT = ∣
∆ωThrm
∆ωKerr

∣ =
τTα(ab)(∂n/∂T )

ρCρn2

. (7.34)

The parameter ΥT depends only on properties of the material and is independent

of the design of the resonator (although this is not strictly true since τT has some

dependence on the cavity structure). Values of ΥT that are acceptable will depend on

the application, but it is clearly desirable that it be as small as possible. Realistically,

if the two-input device is ever used some active cooling mechanism will probably be

needed for temperature stability, and this will reduce the effective value of ΥT by

reducing the effective value of τT .

Cavity design

If a suitable material is found, an appropriate cavity design will also be needed to

make the device feasible. The two crucial parameters to choose here are the cavity’s
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quality (Q) factor and volume. It will be assumed that the cavity is overcoupled,

meaning that the intrinsic cavity losses are negligible compared to coupling losses.

This will be desirable in practice. It will also be assumed that the cavity is of the

Fabry–Perot type so that ∣κ∣2 = 1/2τph from Eq. (6.24).

First, we’ll estimate the optical power of the input beams that will be needed

for a given material system and cavity design. In order to bias the device at the

point 4γ∣κ∣2τ 3
phP0 = 2 that we have been considering, the required power would be

P0 ≈ 1/γτ 2
ph. Using the expression for γ in Eq. (7.33) and the relation Q = ωkτph this

estimate can be reduced to

P0 ≈ (
Vcav
Q2

)
ωkn2

0

cn2

. (7.35)

The necessary power is proportional to the cavity volume and inversely proportional

to the square of the quality factor. This dependence on the volume makes sense

since a larger volume will result in a lower intra-cavity intensity for the same bias

power. The dependence on the quality factor can be seen as having two distinct

contributions. One is from the fact that a higher value of Q means a smaller spectral

linewidth. Shifting the resonance by a fixed number of linewidths would then imply a

smaller total frequency shift and less required power to obtain that shift. The second

factor of Q comes from the cavity-enhancement in intensity. The higher the Q, the

higher the intracavity energy for a given bias power and hence the less bias power

required.

A second important parameter for device operation is the temperature shift caused

in the cavity by material absorption. If this is too high the device can be damaged.

This can be evaluated by the relation ∆T = ∆nT /(∂n/∂T ) and the steady-state

solution for Eq. (7.29),

∆T ≈ (
1

Q
)

2τTα(ab)n0

n2ρCρ
, (7.36)

where the intracavity energy has been approximated as E = 2/γτph in accordance with

the biasing conditions under consideration. The temperature estimate in Eq. (7.36)

shows that it depends inversely on the Q factor. Because low temperature shifts and

low bias powers are desirable it might be concluded from Eqs. (7.35) and (7.36) that

a high Q factor must be desirable, but this is not always the case. A higher Q factor

would also imply a slower switching speed. The simulations of Figs. (7.4) and (7.5)
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show that typical switching times (Tsw) are given approximately by

Tsw = 5τph, (7.37)

and hence the switching time is linearly proportional to Q. Thus, a trade-off exists

between power and operating temperature on the one hand, and speed on the other.

7.3.2 An example

In order to flesh out these design principles a specific example will now be considered.

It should be noted that this example is inherently speculative. It is not meant to be

a definitive claim that the device considered could easily be made nor that it is the

best design that could be conceived. The purposes of this example are to demonstrate

the feasibility of the device using realistic material parameters and an appropriate

cavity design, and to compare and contrast the performance of the single-input mode

of operation with the two-input phase-switched mode of operation proposed in this

chapter. Not all of the parameters used in the simulations are known with certainty,

as will be discussed, but they are reasonably derived from the literature.

The cavity medium that will be considered is silicon nitride, which has been

investigated by a number of groups in recent years for photonics applications [26–28,

142,153,154]. It is chosen for this example because it exhibits an intensity-dependent

refractive index ∼10 times higher than silica glass and does not exhibit the strong

two-photon absorption and resulting free-carrier absorption nonlinearities that silicon

does [142]. The cavity structure that will be considered is depicted in Fig. 7.6.

This structure was not chosen arbitrarily. The ring resonators that are commonly

investigated for Si3N4 do not appear to be technologically feasible for this device

because they either have large volumes or else radiation losses from small bend radii

limit their achievable Q [153]. Additionally, by using stop-band Bragg gratings in the

structure of Fig. 7.6 spectrally selective feedback could be used to prevent the onset

of parametric oscillation, a phenomenon that has been observed in silicon nitride ring

resonators [28] and would prevent the device from working. The author is not aware

of any experimental effort to fabricate a resonator such as depicted in Fig. 7.6 in

silicon nitride and is also unaware of what challenges would be faced in doing so.
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Figure 7.6: A silicon nitride two-input flip-flop. Two input fields with the same power

Pin are coupled to spectrally distinct cavity modes with resonance wavelengths λ1 and

λ2.

They will inevitably exist for achieving the value of Q = 240,000 that is considered

in this example.

The parameters used in the calculations are listed in table 7.1, with references

to where they are taken from. Before proceeding a couple of the more speculative

parameters should be discussed. Chief among them is the material absorption coeffi-

cient, α(ab). In Ref. [153] experimental measurements of propagation losses in Si3N4

Table 7.1: Parameter values used for simulations of the cavity described in Fig. 7.6.

quality factor (Q) 240,000

propagation loss1 (α) 3 dB/m

absorption loss1 (α(ab)) 0.3 dB/m

cavity length (L) 60 µm

cavity volume (Vcav) 16.8 µm3

intensity-dependent index2 (n2) 2.4×10−19 m2/W

thermo-optic coefficient2 (∂n/∂T ) 4×10−5 K−1

specific heat capacity3 (Cρ) 0.71 J/gK

density4 (ρ) 3.17 g/cm3

thermal lifetime2 (τT ) 5 µs

refractive index5 (n0) 2

grating reflectivity 99.8%

figure of merit (ΥT ) 25.5

Values are taken or reasonably inferred from Refs. 1 [153], 2 [142], 3 [155], 4 [156], and

5 [33]
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waveguides made using a specific fabrication technique were studied and found to be

quite low. It was observed that waveguide losses exhibited a strong dependence on

their bending radius, and this dependence agreed well with a numerical model. The

assumption of the model was that material absorption was negligible in comparison

to radiation and scattering, and the authors concluded from its accuracy that this as-

sumption was valid. Based on that conclusion a value of α(ab) = 0.3 dB/m that is one

order of magnitude smaller than the lowest propagation losses acheived in Ref. [153]

is used as a reasonable estimate for the example of this section. The total attenuation

coefficient for the waveguide is chosen to be the smallest value that they measured,

α = 3 dB/m. It should also be noted that some of the parameters, such as ∂n/∂T ,

were measured in silicon-rich silicon-nitride (SiN) devices and it is assumed here that

they are good estimates for Si3N4.

One-input intensity-switched operation

The device is modeled by solving Eqs. (7.30) for the mode amplitudes along with the

rate Eq. (7.29) for the thermal index change. In the case of a single input beam a2

can be set to zero so that (7.30) reduces to a single equation for a1. Figure 7.7 shows

flip-flop operation by intensity modulation in the one-input case. Figure 7.7(a) shows

that the required input power is quite low (∼1.2 mW) since the thermal nonlinearity

is strong. The reset operation is applied by reducing the power of the input beam

to about 0.3 mW at t = 50 µs. The output power immediately drops after this, but

the transmission of the resonator does not change immediately. The transmission

takes 10 µs or so to transition to the low state. The reason for this is evident from

Fig. 7.7(c), which shows the temperature shift of the cavity transitioning on a similar

time scale. A similar set operation is applied at t = 125 µs by increasing the input

power to 2.8 mW. The set operation also occurs on a time scale of roughly 10 µs as

can be seen from Figs. 7.7(b) and 7.7(c).

Two-input phase-switched operation

Figure 7.8 shows flip-flop operation by pure phase modulation in the two-input case.

The set and reset signals are phase modulations of input beams 2 and 1, respectively,
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Figure 7.7: Simulated operation of the silicon nitride cavity of Fig. 7.6 as a one-input

intensity-switched flip-flop based on thermal nonlinearity. (a) The power of the input

field; (b) the power of the output field; (c) the temperature shift of the cavity from

optical absorption.

and occur at t = 10 and 20 µs as shown in Fig. 7.8(a). The phase modulations are

Gaussian in form and given by Eq. (7.21) with T0 = 400 ps and φ0 = π. When the

set signal arrives at t = 10 µs the device flips from the state where the transmission

of beam 1 is low to the state where it is high as shown in Fig. 7.8(b). The inset of

Fig. 7.8(b) shows that switching occurs over a time period of ∼ 1 ns, which is several

orders of magnitude faster than the one-input device.

The input bias power Pin is also plotted in Fig. 7.8(b) and is ≈ 19 mW. Note that

this is much higher than the required bias power for the one-input device of Fig. 7.7

because the nonlinear mechanism in the two-input case is the Kerr effect, which is

much weaker than the thermal one. The temperature shift of the resonator caused by

the presence of the powerful cavity-enhanced input beams is predicted by the model

to be ∼10 K as shown in Fig. 7.8(c). When the set and reset operations occur there

is some slight perturbation to the cavity temperature, but it is quickly restored to its

steady-state value without having any noticeable effect.
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Figure 7.8: Simulated operation of the silicon nitride cavity of Fig. 7.6 as a two-input

phase-switched flip-flop based on the Kerr effect. (a) The phases of the two input

fields; (b) the transmitted powers of the two inputs, as well as the power of either

input that is kept constant at ∼ 19 mW; (c) the temperature shift of the cavity from

optical absorption.

7.4 Summary

In this chapter the use of two input fields to bistable Kerr resonators was proposed

as a possible means of overcoming thermal limitations to their use as optical memory

elements (flip-flops). The theoretical methodology of chapter 5 was applied to for-

mulate a general theoretical description of such devices and clarify their appropriate

biasing regimes. Switching between the two stable states by pure phase modulations

of the input fields was also proposed and numerically demonstrated as a robust al-

ternative to switching by intensity modulation. A model of the thermal dynamics

of the resonator was developed and used to derive criteria for evaluating appropriate

materials and cavity designs. An example simulation using feasible material and cav-

ity parameters was used to compare the performance of one-input intensity-switched

operation of the device to the two-input phase-switched operation proposed in this

chapter.



123

8 Conclusions

In this thesis a set of theoretical methods was developed for describing nonlinear

optical phenomena in photonic devices. In particular, the methods developed are

applicable to devices of any size scale and with any degree of refractive-index contrast.

They were then applied to understand a selection of nonlinear phenomena. Chapter

1 framed this work in terms of the past, placing it in its historical context. The aim

of the present chapter is to frame it in terms of the future. The central question here

is ‘where is this work going?’ Section 8.1 attempts to answer this question regarding

chapters 2-4 and is concerned with waveguide devices. Section 8.2 attempts to answer

this question regarding chapters 5-7 and is concerned with resonator devices.

8.1 Nonlinear photonic waveguides

Modeling techniques

In chapter 2 a set of theoretical methods was developed for describing nonlinear op-

tical phenomena in guided-wave structures. The goal of this chapter was generality.

Methods were developed for describing a variety of material systems that are appli-

cable to devices of any size scale and any material index contrast. Thus, the vast

majority of nonlinear guided-wave phenomena can be described both qualitatively

and quantitatively using the approaches presented there.

There remain, however, some important phenomena that violate an assumption

made in chapter 2. As a result, future work is needed to clarify how this assumption
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can be avoided in a way that is both simple enough to yield insight and that is also

quantitatively accurate. The assumption is that the electric and magnetic field mode

profiles e and h are independent of frequency over the optical bandwidth. In the case

of slow-light propagation in photonic crystals this assumption breaks down because

the mode profiles become highly dispersive even for narrowband fields [47]. Exploring

the implications of this mode dispersion would be not only an interesting venture but

a relevant one. Studies of nonlinear optical phenomena in slow-light photonic crystals

are being widely pursued as a result of the enhancement in optical nonlinearity, and

hence the lower power requirements, that they provide [46, 47, 157–160]. In the case

of supercontinuum generation this assumption often breaks down even for waveguides

that exhibit minimal mode dispersion as a result of the extremely broad bandwidth

generated in the field. Studies of supercontinuum generation have naturally been

extended to waveguides with subwavelength dimensions in recent years, owing to

their enhanced nonlinearity [161, 162]. As this trend continues the implications of

mode-profile dispersion will become more relevant since it is a stronger effect in this

size regime (see chapter 3). What these implications are is not well known, and future

studies that clarify them would be relevant.

The analysis of chapter 2 also suggests that the operator-equation approach to

guided-wave optics developed in Refs. [59,60] has been under-utilized for many years in

the research community. It is only recently that a few people have begun to seriously

apply it [61–64]. Its application in this thesis to rigorously describe nonlinear effects

supports the indication of their work: that the operator approach can be fruitful for

understanding a wide variety of guided-wave phenomena. This is not surprising; the

approach itself finds an underlying simplicity to a complicated system of differential

equations. As a result it is the opinion of the author that future work in the field of

guided-wave optics could greatly benefit from it.

Prospects for devices

In chapters 3 and 4 the theoretical method of chapter 2 was applied to studying

nonlinear effects in silicon waveguides. Chapter 3 presented a detailed study of the

influence of subwavelength waveguide dimensions on the propagation parameters of

the optical field. The insights drawn in this chapter will be important for anyone
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attempting to using such size scales for maximizing waveguide nonlinearity, which is

often done [163]. The implications here are primarily quantitative in nature, and it

is not an anticipation of the author that they will lead to fundamentally new devices.

Rather, they will be useful for optimizing existing ones.

Chapter 4 presented an experimental and theoretical study of some nonlinear po-

larization effects that can occur in silicon waveguides. The results are beautiful and

interesting, but not important from a technological point of view. This is largely be-

cause, in the author’s opinion, the implication of the large body of research conducted

on nonlinear silicon photonics is that silicon is not a very useful nonlinear material in

the 1.55-µm wavelength region. Because of nonlinear absorption mechanisms, many

of the proposed devices are not very practical.

Integrated nonlinear photonic devices in other materials do, however, hold promise.

It has long been a dream that all-optical signal processing based on nonlinear effects

could eliminate the need for conversion of telecommunication signals between the

optical and electrical domains. Many device ideas for signal processing have been

developed using optical fiber [10]. For the most part these devices haven’t become

practical as a result of their high power requirements and expensive manufacturing

costs. If such devices could be monolithically integrated on a single chip using submi-

cron, highly nonlinear waveguides both of these problems could be overcome. Thus,

it is conceivable that integrated nonlinear photonic devices could have a significant

societal impact in the long term. In this context the fundamental study of chapter 4

may inspire new ideas in a growing and important field (assuming, of course, that it

is ever read).

8.2 Nonlinear photonic resonators

Modeling techniques

In chapter 5 a set of theoretical methods was developed for describing nonlinear

optical phenomena in resonators. The goal of this chapter was generality. Methods

were developed for describing a variety of material systems that are applicable to

devices of any size scale and material index contrast. By establishing the theory
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rigorously from Maxwell’s equations for a wide variety of resonators, this chapter can

be seen as crowning the work of Haus [125] and of Oskar Painter’s group [53–55]. Haus

established the same equations on purely heuristic grounds, including the perturbative

term, using only energy-conservation considerations (with truly formidable intuition)

[125]. In Refs. [53–55] they were derived from Maxwell’s equations using mode-

orthogonality conditions that apply only to specific types of resonators. Thus, chapter

5 can be seen as an extension of their work, rigorously demonstrating the validity of

these equations to a much wider range of resonator types.

There remain, however, some important devices that violate an assumption made

in chapter 5. The two primary assumptions made were 1) that the unperturbed cavity

exhibits neither material absorption nor gain, and that 2) the unperturbed cavity’s

finesse ≫ 1. Semiconductor lasers and semiconductor optical amplifiers do not violate

assumption 1 but many of them violate assumption 2. The reason assumption 1 is not

violated is that the material gain and/or loss created by current-injected free carriers

can always be included as a perturbation to the cavity. Assumption 2, however,

is violated by many semiconductor laser and amplifier devices. These cavities are

often designed to dump energy very quickly in order to optimize output power, and

hence often have a low finesse. Thus the theory of chapter 5 does not obviously

apply to them. It is conceivable, however, that it can be extended to incorporate

them in a rigorous way. In the case of semiconductor lasers, for instance, it is still

the case that the electromagnetic field solution is dominated by modes at discrete

resonance frequencies, which is the implication of assumption 2) and at the heart

of the methodology. Extending this methodology to incorporate these devices is

therefore a problem of making the right assumptions in the right order. It would be a

useful endeavor since they are extremely important from a technological point of view,

and modeling them is currently dominated by purely phenomenological methods (e.g.

rate-equation approaches).

Prospects for devices

In chapter 6 a wavelength conversion device was proposed based on dynamically

changing the refractive index of a resonator. The device would be relevant to current

communication networks if it could be realized suitably in practice, especially because
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of its potential for reconfigurability. It should be realized that if photonic-crystal

waveguide technology improves, then the ‘slow-light waveguide way’ of implementing

the same device has the potential for superior performance. Specifically, such waveg-

uides would need low propagation losses in spectral regions exhibiting large group

indices. In the author’s opinion the resonator implementation of the device proposed

in chapter 6 is closer to being achievable given the current state of fabrication tech-

nology. There are some practical issues that need to be addressed before this could be

done. A specific technique for changing the refractive index on the short time scales

needed for decent performance needs to be found, as well as the appropriate material

system for implementing that technique. Timing issues and device energy consump-

tion will also need to be addressed, but similar issues are regularly addressed in the

industry and it is likely that they will not prove insurmountable. Understanding the

specific applications within communication networks for which such a device would

find commercial interest will guide all of these considerations.

In chapter 7 a phase-switched optical memory device was proposed based on the

Kerr effect in a resonator. The device uses two input fields in order to overcome

thermal limitations to the switching speed that are normally observed in bistable

microresonator devices. It is conceivable that the device could be developed for

commercial application in the long term. The next step in development would be an

experimental demonstration of two-input bistability in general and phase-switching

in particular. The thermal analysis of chapter 7 provides the guidelines that should

be followed in any such experimental effort. It remains an open question of what

precisely are the applications of the device that would find commercial interest. The

answer to this question would guide any development effort down the road.

8.3 Final thoughts

The aim of this thesis was to develop methods for solving Maxwell’s equations that are

applicable to a wide range of phenomena in nonlinear photonics. In the opinion of the

author chapters 2 and 5 have found this mark. The applications of these methods to

various problems in chapters 3, 4, 6, and 7 demonstrate their ability to simultaneously

make quantitative predictions about the real world and to yield insight. I believe they
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are keys that can open vast warehouses of understanding, and the work of this thesis

has solidified that belief in my mind.
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A Proof that Â and B̂ are

Hermitian

Both Â and B̂ are operators of the form

Ô =
⎛

⎝

Ô11 Ô12

Ô21 Ô22

⎞

⎠
, (A.1)

where the elements Ôkl are not operators on the set of vectors described by Eq. (2.12),

but on the set of two-dimensional complex vector functions fT (x, y). A sufficient

condition for the operator Ô to be Hermitian is that

[∬ fa∗T ⋅ Ôkl f
b
T dxdy]

∗

=∬ f b∗T ⋅ Ôlk faT dxdy, (A.2)

for all integrable faT and f bT . In other words, it is sufficient that the diagonal elements

Ô11 and Ô22 themselves be Hermitian and that Ô12 and Ô21 be a Hermitian conjugate

pair.

Consider the operator B̂ in Eq. (2.13). Since its diagonal elements are zero, it

is sufficient to demonstrate that its off diagonal elements (B̂12 = −ẑ× and B̂21 = ẑ×)

form a Hermitian conjugate pair in the sense of Eq. (A.2).

[∬ fa∗T ⋅ B̂12 f bT dxdy]
∗

= [∬ fa∗T ⋅ (−ẑ × f bT ) dxdy]
∗

= [∬ −f bT ⋅ (f
a∗
T × ẑ) dxdy]

∗

= ∬ f b∗T ⋅ (ẑ × faT ) dxdy

= ∬ f b∗T ⋅ B̂21f
a
T dxdy,
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establishing the Hermiticity of B̂. Establishing the Hermiticity of Â follows a similar

line of reasoning, but the details will be different depending on what kinds of materials

are being considered.

A.1 Isotropic media

In the case of isotropic dielectric media Â is given in Eq. (2.13) and has no off-diagonal

components. Thus it is sufficient to demonstrate that Â11 and Â22 are individually

Hermitian. Consider Â11,

[∬ fa∗T ⋅ Â11 f bT dxdy]
∗

= [∬ fa∗T ⋅ (
ωε

c
−
c

ω
∇T ×∇T×) f bT dxdy]

∗

= ∬ f b∗T ⋅ (
ωε

c
faT) dxdy −∬ faT ⋅

c

ω
∇T ×∇T × f b∗T dxdy

= ∬ f b∗T ⋅ (
ωε

c
faT) dxdy −∬

c

ω
∇T × faT ⋅ ∇T × f b∗T dxdy

= ∬ f b∗T ⋅ (
ωε

c
faT) dxdy −∬

c

ω
f b∗T ⋅ ∇T ×∇T × faT dxdy

= ∬ f b∗T ⋅ (
ωε

c
−
c

ω
∇T ×∇T×) faT dxdy

= ∬ f b∗T ⋅ Â11 faT dxdy,

establishing the Hermiticity of Â11. Here we’ve used the relation

∬ CT ⋅ ∇T ×DL dxdy =∬ DL ⋅ ∇T ×CT dxdy, (A.3)

which holds for any integrable transverse vector field CT and longitudinal vector field

DL. Proof of the Hermiticity of Â22 is very similar and establishes that Â is Hermitian

for isotropic dielectric media.

A.2 Anisotropic and/or magnetic media

Establishing the Hermiticity of Â for the more general case of media that is anisotropic

and/or magnetic [given by Eqs. (2.56)] is not as straightforward. First consider the
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off-diagonal elements,

[∬ fa∗T ⋅ Â12 f bT dxdy]
∗

=

⎡
⎢
⎢
⎢
⎢
⎣
∬ fa∗T ⋅

⎛

⎝

i

ε33

⎛

⎝

ε13

ε23

⎞

⎠
ẑ ⋅ ∇T × f bT

⎞

⎠
dxdy

⎤
⎥
⎥
⎥
⎥
⎦

∗

+ [∬ fa∗T ⋅ (i∇T × ẑ
1

µ33

( µ31 µ32 ) f bT) dxdy]
∗

= ∬ faT ⋅
⎛

⎝

−i

ε33

⎛

⎝

ε31

ε32

⎞

⎠
ẑ ⋅ ∇T × f b∗T

⎞

⎠
dxdy

+ ∬ faT ⋅ (−i∇T × ẑ
1

µ33

( µ13 µ23 ) f b∗T ) dxdy

= ∬ (
−i

ε33

( ε31 ε32 ) faT ẑ) ⋅ ∇T × f b∗T dxdy

+ ∬ −i
1

µ33

( µ13 µ23 ) f b∗T ẑ ⋅ ∇T × faT dxdy

= ∬ f b∗T ⋅ (−i∇T × ẑ
1

ε33

( ε31 ε32 ) faT) dxdy

+ ∬ f b∗T ⋅
⎛

⎝
−i

1

µ33

⎛

⎝

µ13

µ23

⎞

⎠
ẑ ⋅ ∇T × faT

⎞

⎠
dxdy

= ∬ f b∗T ⋅ Â21 f bT dxdy,

where we have again used relation (A.3) and the assumption that ←→ε and ←→µ are

Hermitian matrices. Now consider the diagonal element Â11. It will be convenient to

define a 2 × 2 matrix
←→
d as

←→
d =
←→εT −

1

ε33

⎛

⎝

ε13ε31 ε13ε32

ε23ε31 ε23ε32

⎞

⎠
.



132

Note that
←→
d is a Hermitian matrix so that d∗ij = dji. Using this definition we have

[∬ fa∗T ⋅ Â11 f bT dxdy]
∗

= [∬ fa∗T ⋅ (
ω

c

←→
d −

c

ω
∇T ×

1

µ33

∇T×) f bT dxdy]
∗

= ∬ faT ⋅ (
ω

c

←→
d ∗f b∗T ) dxdy

− ∬
c

ω

1

µ33

∇T × faT ⋅ ∇T × f b∗T dxdy

= ∬ f b∗T ⋅ (
ω

c

←→
d faT) dxdy

− ∬
c

ω
f b∗T ⋅ ∇T ×

1

µ33

∇T × faT dxdy

= ∬ f b∗T ⋅ (
ω

c

←→
d −

c

ω
∇T ×

1

µ33

∇T×) faT dxdy

= ∬ f b∗T ⋅ Â11 faT dxdy,

establishing that Â11 is Hermitian. The proof that Â22 is Hermitian is very similar

and establishes that the operator Â is also Hermitian for anisotropic and/or magnetic

media.
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B Construction of a mode-locked

laser source

The purposes of this appendix are to chronicle the construction of the laser source

used in the experiments of chapter 4 and to present a detailed description of its

properties. Figure B.1 shows a schematic of the source, which is composed of three

elements. The first element is the master oscillator, which is a mode-locked erbium-

doped fiber laser. In order to temporally broaden the pulses from the laser, reduce

their chirp and increase their peak power, they’re passed through a 1.3 nm filter

and subsequently amplified. Section B.1 presents a detailed description of the mode-

locked laser, and section B.2 describes the influence of the filter and power amplifier

on the pulse properties.

Mode-Locked
Fiber Laser

Erbium-Doped
Fiber Ampli�er

Band-Pass Filter

Figure B.1: Schematic of the source used in the experiments of chapter 4. Pulses

from a mode-locked fiber laser are passed through a 1.3 nm bandpass filter and then

amplified.

B.1 The laser

Figure B.2 shows a schematic of the mode-locked laser. At the heart of the cavity is a

5 m length of erbium-doped fiber. 980 nm pump light is coupled into the doped fiber
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PC PC

Erbium-Doped Fiber

980/1550 Multiplexer

SMF-28 Fiber

90/10 Coupler

Polarizing Isolator

980nm Pump

1560nm Output

Figure B.2: Schematic of the mode-locked laser cavity.

and absorbed by the erbium ions, providing optical gain for the 1560 nm signal light

propagating in the clockwise direction. The signal light is passed through a length of

standard single-mode fiber (SMF-28) for dispersion compensation, two polarization

controllers (PCs) at different locations in the cavity, a combination linear polarizer

and optical isolator, and a directional coupler that removes 10 % of the signal for the

output.

Nonlinear polarization rotation is the mode-locking mechanism. Nonlinear polar-

ization rotation is the phenomenon of an optical pulse’s polarization state rotating in

an intensity-dependent manner as a result of the Kerr effect [29]. When the PCs are

appropriately configured in the cavity the combined effect of nonlinear polarization

rotation and the linear polarizer is similar to saturable absorption. As a result the

laser can mode-lock, and the signal can oscillate in the cavity in the form of one or

more short pulses.

Before dispersion management

Mode-locked fiber lasers are very sensitive to any dispersion-inducing elements in the

cavity. The erbium-doped fiber typically exhibits normal dispersion that needs to be

compensated. For this reason the standard single-mode fiber is used, which exhibits

anomalous dispersion at the 1560 nm wavelength. In the initial arrangement ∼10 m

of single-mode fiber were used to attain mode locking. The signal output, measured

using a 2 GHz photodiode and a 10 GHz oscilloscope, is shown in Fig. B.3. Pulses
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Figure B.3: The temporal waveform of the laser output before dispersion manage-

ment, measured by a photodiode and standard oscilloscope. The inset shows a mea-

surement of the same signal with an optical sampling oscilloscope, showing multiple

pulses in each repetition period.

are seen to repeat about every 100 ns, which is the cavity’s round-trip time. The

temporal resolution of the photodiode-oscilloscope pair is limited to a response time

of ∼500 ps as a result of their finite bandwidth. As a result, while it appears from

the oscilloscope that only one pulse exists in every repetition period, this appearence

is deceptive.

The inset of Fig. B.3 shows a measurement of the same signal, except that an

optical sampling oscilloscope was used instead of the photodiode and standard os-

cilloscope. The sampling oscilloscope can measure optical signals with a temporal

resolution of ∼20 ps. Clearly seen in the inset is that in each repetition period not

one but five distinct pulses are present, being equally spaced by ∼100 ps. This multi-

pulsing behavior of the laser presented a problem because it meant that each pulse,

after the external-cavity amplifier, had a peak power about five times lower than

would be obtainable if the laser were operating in a single pulse-per-cycle regime.

After dispersion management

The multipulse phenomena was observed to be closely related to both the optical

power and the amount of dispersion inside the cavity. The total number of pulses

increased with increasing pump (and hence signal) power. Additionally, it exhibited

a strong dependence on the amount of SMF-28 fiber used in the cavity. By cutting
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the SMF-28 fiber down to ∼6.6 m a stable single-pulse-per-cycle regime was attained.

Moreover, mode-locking the laser into this single pulse regime was found to be rel-

atively easy and repeatable. The output waveform is shown in Fig. B.4(a). The

sampling-scope measurement shown in the inset clearly indicates a single pulse in

each repetition period.

The pulse spectrum at the output of the laser is shown in Fig. B.4(b). The

spectral width is ∼8 nm, indicating that the pulse is either heavily chirped or that it

has a subpicosecond temporal duration. The average power is too low (∼0.25 mW)

for autocorrelation and the pulse duration at this point has not been determined

(although another amplifier could be used for the autocorrelation it would impose

too much dispersion for an accurate measurement). Because it was desirable for the
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Figure B.4: The laser output after dispersion management. The sampling oscilloscope

measurement in the inset of (a) shows a single pulse per round trip. (b) the laser’s

output spectrum (solid line), as well as the spectrum after the filter (dashed line).
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experiments of chapter 4 to use high power pulses with durations > 1 ps, they were

passed through a 1.3 nm bandpass filter and subsequently amplified. The spectrum

of the pulses after the filter (but before the amplifier) is also shown in Fig. B.4(b).

B.2 Influence of the filter and power amplifier

The pulse spectrum and autocorrelation after the amplifier are shown in Fig. B.5.

Notice that the spectrum has been modified by the amplifier. There are, presumably,

two causes of this spectral modification. The first is self-phase modulation, which

occurs because the high power pulses pass through ∼10 m of fiber in the amplifier.

The second is asymmetric spectral gain, which causes the blue side of the spectrum

to be amplified more than the red at the 1560 nm wavelength.

The temporal width of the autocorrelation in Fig. B.5(b) is ∼3.8 ps. If a Gaussian

pulse shape is assumed this indicates a full-width-half-maximum temporal duration

of 2.7 ps, which was sufficient for the experiments of chapter 4. As discussed there,

the source is modeled as a train of chirped Gaussian pulses. The average power of

the train is 2 mW, and the repetition period is 70 ns, indicating a pulse energy of

140 pJ. This implies a peak pulse power of ∼50 W.
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Figure B.5: Measurements of the source after the external-cavity amplifier shown in

Fig. B.1. (a) the spectrum before and after the amplifier. (b) the autocorrelation at

the amplifier output.
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C Proof that M̂ is Hermitian

In order to prove that M̂ is Hermitian for the various kinds of material systems

considered in chapter 5, we will make use of the following identity, which holds for

any two square-integrable vector fields F and G:

∫ F ⋅ ∇ ×Gd3r = ∫ G ⋅ ∇ ×Fd3r. (C.1)

Equation (C.1) can be derived from the product rule ∇⋅(F×G) = G ⋅∇×F−F ⋅∇×G

and Stoke’s theorem.

C.1 Isotropic media

In the case of isotropic media M̂ is given by Eq. (5.5) and the inner product by

Eq. (5.7). Using these two definitions and Eq. (C.1) we find

⟨ψa∣M̂ ∣ψb⟩ =
1

4 ∫
ε(r)

√
ε0E

∗

a ⋅ (i
c

ε

√
µ0∇×Hb)

+
√
µ0H

∗

a ⋅ (−ic
√
ε0∇×Eb) d

3r

=
1

4 ∫
iE∗

a ⋅ ∇ ×Hb − iH
∗

a ⋅ ∇ ×Eb d
3r

=
1

4 ∫
iHb ⋅ ∇ ×E∗

a − iEb ⋅ ∇ ×H∗

a d
3r

= [
1

4 ∫
iE∗

b ⋅ ∇ ×Ha − iH
∗

b ⋅ ∇ ×Ea d
3r]

∗

= ⟨ψb∣M̂ ∣ψa⟩
∗

, (C.2)

establishing the Hermiticity of M̂ for isotropic media.
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C.2 Anisotropic and/or magnetic media

For anisotropic and/or magnetic media the proof is very similar. In this case the

operator M̂ is given by Eq. (5.32) and the inner product is defined by Eq. (5.33),

leading to

⟨ψa∣M̂ ∣ψb⟩ =
1

4 ∫
√
ε0E

∗

a ⋅
←→ε (ic

√
µ0
←→ε −1∇×Hb)

+
√
µ0H

∗

a ⋅
←→µ (−ic

√
ε0
←→µ−1∇×Eb) d

3r

=
1

4 ∫
iE∗

a ⋅ ∇ ×Hb − iH
∗

a ⋅ ∇ ×Eb d
3r

=
1

4 ∫
iHb ⋅ ∇ ×E∗

a − iEb ⋅ ∇ ×H∗

a d
3r

= [
1

4 ∫
iE∗

b ⋅ ∇ ×Ha − iH
∗

b ⋅ ∇ ×Ea d
3r]

∗

= ⟨ψb∣M̂ ∣ψa⟩
∗

, (C.3)

which establishes the Hermiticity of M̂ for anisotropic and/or magnetic media.
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D Incorporation of resonator loss

and coupling to an input field

This appendix presents a phenomenological derivation of the terms in the mode-

amplitude Eq. (5.15) that describe resonator loss and coupling to an external input

field. These have been incorporated before on intuitive heuristic grounds [125]. The

aim here is to support that intuition with a mathematical framework. We will derive

an equation describing the mode dynamics in the absence of the perturbative term,

but in the presence of losses and coupling to an input field. Their influence on the

time development of the mode’s amplitude is combined with the influence of the

perturbation in Eq. (5.14) to yield Eq. (5.15).

First, it will be useful to define a slowly-varying mode amplitude Ak in the fol-

lowing way:

ak(t) =
√
τrAk(t)e

−iω0t. (D.1)

With this definition ∣Ak∣2 is the optical power of mode k at some location inside the

cavity. It will also be useful to define a slowly-varying amplitude for the input field

A′

in by the relation

Ain(t) = A
′

in(t)e
−iω0t, (D.2)

where ω0 is the carrier frequency of the optical field, which can be detuned from

the mode’s resonance frequency by an amount ∆ω = ω0 − ωk. Consideration of how

the amplitude changes during a round trip through the cavity leads to the following

equation:

Ak(t) =
√
ηkAk(t − τr)e

i∆ωτr +
√
TkA

′

in(t). (D.3)
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Here ηk is the fraction of power remaining after the round trip. We will assume that

the mode has undergone only minor changes after a single round trip and make the

approximation
dAk
dt

≈
Ak(t) −Ak(t − τr)

τr
. (D.4)

Using this expression in Eq. (D.3) leads to

dAk
dt

= −
1

τr
√
ηk

(e−i∆ωτr −
√
ηk)Ak +

√
Tk

τr
√
ηk
A′

ine
−i∆ωτr . (D.5)

Making the approximations ∣∆ωτr∣ ≪ 1 and ηk ≈ 1, and using identities (D.1) and

(D.2) reduces Eq. (D.5) to

dak
dt

= −iωkak −
1

2τ kph
ak + κkAin, (D.6)

where κk =
√
Tk/τr and 1/τ kph = (1− ηk)/τr. Equation (D.6) is equivalent to Eq. (5.15)

in the absence of the perturbative term, completing the proof.

We can also derive Eqs. (5.20) and (5.21) from these considerations. Note that,

under the assumption of two output fields as clarified in section 5.1.3, there are three

distinct contributions to resonator loss. As a result, ηk = ηikη
r
kη

t
k, where 1 − ηik is the

fraction of power lost to absorption and scattering in a round trip, and ηrk and ηtk are

the reflectivities of the two output couplers. Assuming that all of the η parameters

are close to 1, a first order Taylor expansion can be taken of 1/τ kph,

1

τ kph
=

1

τ k,iph

+
1

τ k,rph

+
1

τ k,tph

, (D.7)

which is Eq. (5.20). Here 1/τ k,iph = (1 − ηik)/τr and likewise for τ k,rph and τ k,tph . Note

that because ηrk + Tk = 1 as a result of energy conservation (and similarly for the

transmission coupler),

1/τ k,rph = Tk/τr, (D.8)

1/τ k,tph = T tk/τr, (D.9)

which implies that κk = (τ k,rph )
−1/2

, Eq. (5.21).
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E Steady-state solutions of the

symmetrically-biased two-input

Kerr resonator

In this appendix the analysis of Kaplan and Meystre in Ref. [146] that clarified the

stable steady-state solutions of the two-input Kerr resonator is reproduced within the

theoretical framework of chapter 7. The insights drawn from this analysis lead to an

understanding of the appropriate biasing regimes for the flip-flop device and form the

foundation of the conclusions drawn in Fig. 7.2.

As discussed in section 7.2.2 symmetric biasing conditions are ideal. Symmetric

biasing means that

∆ω1 = ∆ω2 = ∆ω0, (E.1)

and

P1 = P2 = P0. (E.2)

Before applying these two equations to Eqs. (7.12) it will be useful to introduce

normalized units in the following way:

∆ = ∆ω0τph, (E.3)

Vk = τphγEk, (E.4)

G = 4∣κ∣2τ 3
phγP0. (E.5)

Each of these definitions has physical significance. The normalized detuning, ∆, is

the number of cavity linewidths that the input beams are detuned from the low-

intensity resonance frequencies of the cavity. The normalized mode energy, Vk, is the
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number of cavity linewidths that the mode detunes itself via the Kerr effect. Finally,

G is the maximum value that either of the Vk can become when they are resonant

with the cavity. In other words, G is the maximum number of linewidths that either

input beam can shift the resonance frequency of the mode to which it is coupled if it

maximally excites that mode.

With these definitions, Eqs. (7.12) become

G/4 = [(∆ + Vk + 2V3−k)
2
+ 1/4]Vk. (E.6)

Following the analysis of Ref. [146], the sum, difference, and product of the mode

energies are introduced:

S = V1 + V2, (E.7)

D = V1 − V2, (E.8)

T = V1V2. (E.9)

Equations (E.6) can then be rewritten as

G/4 = [(S +∆)
2
+ 1/4]V1 + 2T (S +∆) + TV2, (E.10)

G/4 = [(S +∆)
2
+ 1/4]V2 + 2T (S +∆) + TV1. (E.11)

Subtracting Eq. (E.11) from Eq. (E.10) leads to

[(S +∆)
2
+ 1/4]D − TD = 0. (E.12)

This last equation implies that

⇒ D = 0 or T = (S +∆)
2
+ 1/4. (E.13)

This conclusion allows the steady-state solutions to be divided into two categories.

The first category contains all of the solutions for which D = 0 so that the two mode

energies are equal. These will be referred to as the symmetric solutions. The second

category contains all of the solutions for which D ≠ 0, which will be referred to as the

asymmetric solutions.
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Symmetric solutions

The symmetric solutions can be found numerically by using the definition V1 = V2 = V

in Eq. (E.6),

G/4 = [(∆ + 3V )
2
+ 1/4]V. (E.14)

In order to find solutions of this equation ∆ is fixed at a given value and G is then

calculated for a particular value of V .

Asymmetric solutions

The asymmetric solutions are slightly more complicated to find. Note that the second

condition in Eq. (E.13) must be true of them. Using this condition in Eq. (E.6) yields

G/4 = T (3S + 2∆) , (E.15)

which by applying the condition a second time can also be written

G/4 = [(S +∆)
2
+ 1/4] (3S + 2∆) . (E.16)

The method for finding the asymmetric solutions then proceeds as follows: first G is

found for a given S in Eq. (E.16) and a fixed value of ∆. Then, T is found for that

set of values of S, G, and ∆ using Eq. (E.15). Finally, using Eqs. (E.7) and (E.9) the

solutions for V1 and V2 are found to be given by

V1 = S/2 ±
√

(S/2)2 − T , (E.17)

V2 = S/2 ∓
√

(S/2)2 − T . (E.18)

As expected, the solutions come in pairs since the roles of modes 1 and 2 can always

be reversed under symmetric biasing conditions.

Figure (E.1) plots both the symmetric and asymmetric solutions versus G for

various values of the detuning ∆. When ∆ = −0.5 there is only a single symmetric

solution that increases monotonically with the input power. When ∆ = −1, however,

this situation changes. A region of bias powers opens up where the symmetric solution

becomes unstable and in its place a single pair of stable asymmetric solutions exist.

When ∆ = −2 this region where the asymmetric solutions exist becomes much larger
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Figure E.1: Symmetric and asymmetric mode-energy solutions versus bias power for

different values of detuning. Stable and unstable solutions are denoted by solid and

dashed curves, respectively.

(it extends beyond the values of G plotted there) and the symmetric solution begins

to exhibit hysteresis. This hysteresis becomes much more pronounced for ∆ = −3,

where it extends more deeply into the region where a pair of asymmetric solutions

exist. Interestingly, the bottom branch of the symmetric solution remains stable, even

where it extends into the region where asymmetric solutions exist.

Biasing regimes

What values of detuning and input power will appropriately bias the device? Clearly,

in order to obtain the kind of bistability depicted in Fig. 7.1(c) the device should be

biased in a region where a pair of asymmetric solutions exist. Moreover, the device

should be biased where the only stable solutions are a single pair of asymmetric ones.

Otherwise, the device may slip into other operating regimes and fail. An example

of a desirable biasing regime is given by the ∆ = −1 case of Fig. E.1 for values of

G between ∼1 to ∼8. For the ∆ = −3 case, however, it is only values of G ≳ 6 that

are valid for biasing, since for values less than that there exists an undesirable stable

symmetric solution.

Therefore, the appropriate set of bias points in the (∆,G) plane is the set for which

two simultaneous conditions hold: 1) a single pair of stable asymmetric solutions exist,

and 2) there are no stable symmetric ones. From considerations about Fig. E.1 we

can induce that condition 2) is equivalent to requiring that the symmetric solutions
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not exhibit hysteresis. The two sets of bias points that satisfy conditions 1) or 2)

were derived analytically by Kaplan and Meystre [146]. Curves bounding the region

in the (∆,G) plane where asymmetric solutions exist can be found by finding the

intersection of the symmetric and asymmetric branches. This is done by setting

V1 = V2 = V in Eq. (E.15) for the asymmetric solutions so that T = V 2 and S = 2V ,

and then subtracting it from Eq. (E.14). After considerable algebra one can then

derive the result of Kaplan and Meystre [146],

G/4 =
2

3
[−∆ (3∆2 − 5/4) ± (3∆2 − 1/4)

√
∆2 − 3/4] . (E.19)

Region 2) is derived by noting that the boundaries of the hysteretic region of the

symmetric solution satisfy dG/dV = 0. After applying this condition to Eq. (E.14)

it can be shown after considerable algebra that the curves bounding this region are

given by

G/4 =
2

81
[−∆ (∆2 + 9/4) ± (∆2 − 3/4)

3/2
] , (E.20)

which is another result from Kaplan and Meystre [146]. The curves defined by

Eqs. (E.19) and (E.20) are plotted in Fig. 7.2. It should be noted that biasing

points in the region defined by Eq. (E.19) do not necessarily have only a single pair of

asymmetric solutions, and hence this region does not define but only contains region

1). However, a third equation defining regions where multiple asymmetric solutions

exist (such as can be seen in the last case of Fig. E.1) was also found in Ref. [146] and

shows that region to be completely contained within 2). These points therefore have

no overlap with the purple shaded region in Fig. 7.2 and do not affect the conclusion

that this is indeed the appropriate biasing regime.
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