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Abstract

Nonlinear optical e�ects are very well studied in optical �bers. However, most of these
studies are restricted to �bers that support one spatial mode. Multimode �bers can provide
several new nonlinear pathways due to intermodal e�ects, which makes light propagation
through them di�cult to understand. But several proposed applications have led to a
resurgence in e�orts to determine how nonlinearity manifests in multimode �bers. This
thesis deals with many di�erent studies undertaken to understand a subset of this large
variety of nonlinear e�ects that occur inside a multimode �ber.

The �rst part of the thesis looks at two di�erent manifestations of intermodal nonlinear-
ity, spatiotemporal solitons and nonlinear spectral e�ects. The existence and interaction
of solitons in multimode �bers is considered. Solitons, or a solitary wave packet that
maintains its shape during propagation, is a commonly observed nonlinear artifact that
has several applications in �ber optics. Intermodal interaction is added to the picture and
the stability and formation of solitary wave packets in a multimode �ber are studied using
numerical simulations. Simulations and theory are also used to understand how solitons
propagating in di�erent modes of a multimode �ber interact with each other owing to
nonlinearity.

Nonlinear optics has been successfully exploited to generate sources with novel spectral
pro�les, including a broad supercontinuum, frequency-combs etc. A combination of several
nonlinear e�ects in the medium is usually responsible for tailoring the source spectrum.
Numerical results are presented that show a novel spectral suppression phenomenon in
multimode �bers. Nonlinear spectral broadening is demonstrated through experimental
results, using a special photonic crystal �ber.

The second part of this thesis explores the impact of random linear coupling between
modes in a multimode or multicore �ber and how it a�ects nonlinear coupling. Random
linear coupling can occur due to several imperfections in a real optical �ber and is important
to consider when modeling systems that employ multimode �bers, like in the case of
space division multiplexing communication systems. A comprehensive theoretical model
is proposed that can be used to simulate the average nonlinear behavior with any amount
of random linear coupling present in the system. Speci�c regimes of linear coupling are
found to be more detrimental to optical communication systems. An experimental study
to quantify linear coupling in a multicore �ber, and future work pertaining to it, are also
described.
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Chapter 1

Introduction

1.1 Historical perspective

It is well known that any dielectric medium responds nonlinearly to an intense electromag-
netic �eld. In particular, nonlinear optical e�ects have been studied extensively since 1962.
In silica �bers, nonlinear e�ects can become very signi�cant if a short, intense light pulse
is propagated through it. While such nonlinear e�ects are usually considered detrimental
to the performance of a �ber-based communication system, their understanding has also
led to several applications where the nonlinear phenomena have been exploited for desired
purposes.

Light coupled into an optical �ber propagates in the form of spatial modes supported
by that �ber. Under certain conditions, which depend on the �ber design and the input
wavelength, a �ber can be designed to support only a single spatial mode. Such single-
mode optical �bers have been used extensively for observing nonlinear phenomena [1] as
well as for designing optical communication systems [2]. Despite early studies on the
nonlinearity of �bers that support more than one spatial mode i.e. multimode �bers
(MMFs), they were historically regarded as low-quality waveguides because of a relatively
large modal dispersion associated with them. However, MMFs have attracted attention
recently because of their proposed use in telecommunications [3�7], imaging [8�11], �ber
lasers [12, 13] etc. Such �bers provide an extra dimension over which communication
channels can be multiplexed to meet the demand for ever-increasing capacity [14] and also
have higher damage threshold, owing to the increased mode-�eld diameter, suitable for
high-energy ultra short pulse applications.

Over the last ten years or so, a lot of experimental and theoretical work has been
carried out toward the understanding of nonlinear e�ects in MMFs. Even though MMFs
are used in data centers and local-area networks, telecommunication systems still use
single-mode �bers to send data over long distances, both on land and under water. But
the ever-increasing demand for network capacity has led to new avenues being explored at
the research level. Having realized multiplexing in the temporal, spectral and polarization
degrees of freedom for telecommunication systems using single-mode �bers, the attention
has now shifted towards multiplexing data using spatial modes of a MMF or a multicore
�ber, a technique referred to as space-division multiplexing (SDM), for the next generation
of telecommunication systems [15�18]. Recently, MMFs have also been employed to scale
mode-locked lasers to large mode-areas [19]. Multimode interference (MMI) e�ect has
been exploited to design devices like mode-�eld adapters and low-loss couplers [20, 21]. For
supercontinuum generation using ultra-short pulse regimes, MMFs o�er an obvious solution
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to the �ber damage caused by such pulses in single-mode �bers [22] because of their larger
core diameter. These and other proposed applications have led to a resurgence of interest
and motivation to study and understand light propagation in MMFs that was previously
lacking. A proper theoretical framework is needed to understand light propagation in such
systems and to exploit the nonlinear e�ects for novel device designs and applications.

The complexity of analyzing MMFs increases with increasing number of modes. The
Kerr nonlinearity of a �ber couples di�erent spatial modes. Even for �bers supporting
only 50-60 modes, millions of nonlinear coupling terms are present, leading to complex but
very rich nonlinear dynamics [23]. Although nonlinear phenomena in MMFs have been
studied since the early days of nonlinear optics [24�28], the e�orts have been increased
recently for a comprehensive analysis of light propagation in MMFs [23, 29�42, 42�47].
Such analysis is usually done under some simplifying assumptions that make a numerical
or theoretical analysis feasible. But there is still a lot that we do not know or understand
about nonlinear dynamics within a MMF.

The underlying motivation for the work described in this thesis is to better understand
some of the fundamental physical e�ects that manifest inside a MMF. We use numerical
modeling and some experimental results to study novel e�ects that occur due to intermodal
nonlinear interaction. Additionally, the last three chapters of the thesis describe a study
undertaken to understand and simulate the impact of random linear coupling in MMF, a
topic that is very important for applications that employ MMFs.

1.2 Problems studied

An interesting manifestation of nonlinearity in a material is the formation of solitons.
In the simplest terms, when the nonlinearity and dispersion in a material balance each
other out, we observe the formation of a stable pulse (in space or time) that is invariant
to weak perturbations. These pulses are known as solitons and they have been studied
extensively in single-mode optical �bers, both theoretically and experimentally [1, 48�
50]. However, solitons in MMFs are not well understood. Multiple spatial modes provide
novel nonlinear pathways that can either help in the formation of solitons or perturb
them. We explore the formation and interaction of solitons in the case of few-mode �bers,
theoretically and numerically. More speci�cally, we consider how stable solitons are in
a multimode environment and how their interaction is a�ected due to the presence of
intermodal nonlinearities.

Nonlinearities have been exploited to generate new spectral components by using pulsed
laser sources, which has been the basis for several important applications like optical
parametric ampli�cation, second-harmonic generation, supercontinuum generation etc. In
�bers, third-order Kerr and Raman nonlinearities have been successfully used to gener-
ate spectral components of choice. These spectral components are generated because of
the interplay of �ber dispersion and nonlinearity. Operating in the normal or anomalous
dispersion region of a �ber can produce drastically di�erent outcomes. The presence of
additional nonlinear pathways in a MMF can provide more control, if understood properly,
and extend our reach to exotic spectral regions not accessible in single-mode �bers. Here,
we numerically consider the case of normal dispersion few-mode �bers and look at pre-
liminary experimental results of spectral broadening in highly nonlinear photonic crystal
�bers.

One of the major driving forces behind the renewed interest in MMFs is the proposed
concept of space-division multiplexing (SDM) for the next generation of optical commu-
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nication systems. In practice, aside from nonlinear coupling between modes, which is the
major focus of this thesis, small perturbations in a real �ber can cause di�erent modes to
couple linearly with each other. This can occur due to several reasons like microbending,
density �uctuations, shape irregularities etc. This e�ect is usually stochastic in nature
and di�cult to quantify. Additionally, it can also impact the nonlinear coupling between
modes. We build a comprehensive theoretical model and consider some preliminary exper-
imental data to characterize the average impact of random linear coupling on nonlinear
interaction between modes, for any level of linear coupling. Averaging has been applied
in the past to account for birefringence �uctuations in single-mode �bers or in speci�c
coupling regimes in MMFs. Such averaged equations, known as Manakov equations, can
be very useful for reducing the simulation time required to model real systems that employ
MMFs, like SDM optical communication systems.

1.3 Thesis outline

Chapters 2�6 of this thesis include several numerical studies and some preliminary exper-
imental results to understand the underlying physics of nonlinear e�ects that occur when
short pulses are propagated inside a MMF. The impact of intermodal nonlinearities on
spatiotemporal e�ects like multimode solitons and nonlinear spectral e�ects are studied.

In chapter 2, we develop the theory of nonlinear pulse propagation in MMFs. We
review how Maxwell's equations can be reduced to a set of coupled nonlinear Schrödinger
equations (NLSE) that can be used to model the propagation of optical �eld envelopes in a
MMF. These equations include the e�ect of dispersion, third-order Kerr nonlinearity and
higher-order nonlinear e�ects like stimulated Raman scattering and self-steepening. We
then brie�y review the two algorithms that we use to numerically solve the coupled NLSE.

In chapter 3, we use the coupled NLSE to study the formation and stability of solitons in
MMFs. Using a six-mode �ber as an example, we simulate the evolution of solitons and try
to understand how intermodal nonlinear interactions a�ect their stability and propagation
behavior. We also consider the impact of di�erential group-delay (DGD) between modes
and dispersion on soliton propagation in mutlimode �bers.

In chapter 4, we further investigate the interaction between two solitons in a MMF,
speci�cally owing to the third-order Kerr nonlinearity. By numerically simulating two
temporally separated solitons propagating in nearly-degenerate modes of a MMF, we try
to understand how di�erent pulse and �ber parameters change the interaction behavior
and how it compares to the well-known case of soliton interaction in single-mode �bers.

In chapter 5, we extend the study of soliton interaction by considering the impact of
Raman scattering in addition to Kerr nonlinearity. For this purpose, we simulate a shorter
pulse, where the Raman e�ect becomes signi�cant over the propagation distances that
we consider. We observe this behavior for single-mode �bers, since the impact of Raman
scattering on soliton interaction in single-mode �bers is also an interesting phenomenon
that has not been studied extensively. Finally, we extend the case to MMFs.

In chapter 6, we consider two di�erent nonlinear spectral e�ects in MMFs. First, we
study numerically an interesting phenomenon of spectral suppression in normal dispersion
few-mode �bers. Then, we look at some preliminary experimental results of nonlinear
spectral broadening in a few-mode photonic crystal �ber.

Chapters 7�9 examine the case of random linear coupling that occurs in real �bers.
More speci�cally, the impact of random linear coupling on nonlinear propagation is con-
sidered. This study is relevant for the optical communications industry in the context of
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space-division multiplexing.
In chapter 7, we develop a general theoretical framework to model nonlinear pulse

propagation in MMFs while including random linear coupling between modes. We develop
equations that can simulate the averaged behavior over several instantiations of random
coupling. These equations are an extension of the averaged Manakov equations, derived
for the case of birefringence �uctuations in single-mode �bers, to the multimode case.

In chapter 8, we use the equations developed in the previous chapter to study the
impact of random linear coupling on multimode propagation. A parameter in our theory
can be used to quantify the extent of linear coupling. The results discussed here can be
applied to any regime of linear coupling. We also consider full numerical simulations of an
optical communication system in di�erent regimes of linear coupling.

Finally, in chapter 9, we brie�y consider an experiment that was performed to charac-
terize random linear coupling in coupled-core �bers and discuss the future work required
for this project.
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Chapter 2

Theory of multimode propagation

As we saw in the previous chapter, multimode �bers (MMFs) have been used ever since
the invention of optical �bers in the 1950s. However, except for some early work during
the 1970s [51], nonlinear e�ects in MMFs were not well studied up until recently. While a
theory for nonlinear propagation of short pulses in single-mode �bers (SMFs) based on the
nonlinear Schrödinger equation has been well established [1], simulating nonlinear propa-
gation in multimode �bers was only studied under speci�c cases of a birefringent �ber or a
�ber supporting two distinct modes up until a decade and a half ago [52�59]. With the in-
creasing interest in studying MMFs, a robust theory of generalized multimode propagation
was necessary. In Sect. 2.1, we look at the generalized multimode nonlinear Schrödinger
equation (MM-NLSE) that has been derived for modeling nonlinear phenomena in multi-
mode �bers. In Sect. 2.2, we simplify this equation by normalizing and removing certain
terms corresponding to higher-order e�ects and re-write it in a form that will be used
often in the chapters that follow. Finally in Sect. 2.3, we brie�y describe two numerical
techniques that have been used to solve the MM-NLSE for the results shown in chapters
3�6.

2.1 Generalized multimode nonlinear Schrödinger equation

We follow the procedure described by Poletti and Horak [29]. We start with the Maxwell's
two curl equations

∇×E(r, t) = −µ0
∂

∂t
H(r, t), (2.1a)

∇×H(r, t) = ε0
∂

∂t
E(r, t) +

∂

∂t
P(r, t). (2.1b)

E and H are the electric and magnetic �eld vectors, ε0 is the vacuum permittivity, µ0 is
the vacuum permeability and P is the induced polarization which is given by

P(r, t) = PL(r, t) + PNL(r, t), (2.2)

where the linear (PL) and nonlinear (PNL) parts of the induced polarization are related
to the electric �eld by the relations

PL(r, t) = ε0χ
(1)E(r, t), (2.3a)

PNL(r, t) = ε0χ
(3)E(r, t)

∫ ∞
−∞

R(t− t′)|E(r, t
′
)|2dt′ . (2.3b)
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χ(1) and χ(3) are the �rst and third-order susceptibility. χ(3) governs the third-order
nonlinear e�ects, which are the primary nonlinear e�ects that occur in a silica �ber as χ(2)

is absent due to symmetry properties. R(t) is the third-order nonlinear response function
that accounts for both the Kerr nonlinearities (instantaneous response) and the Raman
nonlinearity resulting from delayed molecular response.

Taking the curl of Eq. (2.1a) and using Eq. (2.1b), we get the relation

∇2E− 1

c2

∂2E

∂t2
= µ0

∂2PL

∂t2
+ µ0

∂2PNL

∂t2
. (2.4)

If we take a Fourier transform of this equation, we get

∇2Ẽ +
n(x, y)2ω2

c2
Ẽ = − ω2

ε0c2
P̃NL, (2.5)

where ∼ denotes a spectral domain quantity and n(x, y) = [1 + χ(1)]1/2 is the linear
refractive index of the material. Its x and y dependence results from di�erent refractive
indices in the core and cladding of a MMF and leads to a set of modes with di�erent
transverse shapes [Fp(x, y)] and propagation constant βp such that p = 1, 2, . . . N , where
N is the number of modes. This is the form of the wave equation that we will solve.
To solve the nonlinear problem, we can expand the electric �eld into a sum of all modal
functions Fp(x, y, ω) with envelopes Ãp(z, ω). The electric �eld can then be written as

E(r, ω) = C
∑
p

Fp(x, y, ω)eıβp(ω)zÃp(z, ω)ê (2.6)

where βp is the propagation constant of the pth mode and the normalization constant
is given by C = [(1/2)ε0cne�]−1/2, where ne� corresponds to the e�ective index of the
fundamental �ber mode. The modal functions satisfy the equation

∇2
TFp +

n(x, y)2ω2

c2
Fp = β2

pFp (2.7)

and are normalized as follows∫∫
F ∗pFmdxdy =

(
nm
ne�

)
δpm. (2.8)

∇2
T is the transverse part of the ∇2 operator and nm is the e�ective index of the mth

mode. We have assumed propagation in the z direction. The vectorial nature of the �eld
is included through the unit vector ê. We treat Fp(x, y, ω) as a scalar.

We assume that the electric �eld envelope Ãp varies slowly with z and so we ignore
its second derivative. Using this slowly varying approximation (SVA) and substituting
Eq. (2.6) in Eq. (2.5), we get

C
∑
p

2ıβpFp(x, y, ω)
∂Ãp
∂z

eıβpzê = − ω2

ε0c2
P̃NL. (2.9)

If we left-multiply this equation with F ∗p ê and integrate over the transverse coordinates,
we end up with the following equation for the spectral mode amplitudes

∂Ãp
∂z

=
ıωC

4

ne�
nm

e−ıβpz
∫∫

F ∗p ê · P̃NLdxdy. (2.10)
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From Eq. (2.3b), we know that P̃NL(ω) would be a convolution of three mode �elds
(FpÃp) and the time response function R(ω). We can then follow the treatment by Mamy-
shev and Chernikov [60] to write the pulse propagation equation in the time domain
for silica �bers. We neglect the frequency dependence of the transverse mode functions
[Fp(x, y, ω) ≈ Fp(x, y, ω0)] and the normalization constants while performing the convolu-
tion integral. But the resulting spatial overlap integral is then assumed to be frequency
dependent to the �rst order linear term around a central frequency ω0. This approximation
has been shown to give improved results for nonlinear simulations [61]. We expand the
propagation constant βp(ω) in a Taylor series as follows

βp(ω) = β0p + β1p(ω − ω0) +
1

2
β2p(ω − ω0)2 + · · · ; βkp = (

dkβp
dωk

)|(ω=ω0). (2.11)

With these approximations and after some algebra, we get the following generalized MM-
NLSE for mode p

∂Ap(z, t)

∂z
− ı(β(p)

0 − β0)Ap(z, t) + (β
(p)
1 − β1)

∂Ap(z, t)

∂t
− ı
∑
n>2

β
(p)
n

n

(
ı
∂

∂t

)n
Ap(z, t)

= ı
γ

3

∑
lmn

(
1 + τlmnp

∂

∂t

)
flmnp

{
2Al(z, t)

∫
dt

′
R(t

′
)Am(z, t− t′)A∗n(z, t− t′)

+A∗l (z, t)

∫
dt

′
R(t

′
)Am(z, t− t′)An(z, t− t′)e2ıω0t

′
}
, (2.12)

where γ = n2ω0/cAe� is called the nonlinear parameter, with n2 being the nonlinear
refractive index and Ae� the e�ective area of the fundamental mode. β0 and β1 correspond
to the propagation constant and the inverse group velocity of the fundamental mode, which
has been used here as the reference mode. We have made the assumption here that all
the spatial mode functions (Fp) are real. The spatial overlap factor flmnp, which governs
nonlinear coupling between modes, is given by

flmnp = Ae�

∫∫
F ∗l FmFnF

∗
p dxdy (2.13)

and the shock time constant [29] is given by

τlmnp =
1

ω0
+

{
∂

∂ω
ln[

γ

3
flmnp]

}
. (2.14)

The nonlinear time response function can be written as

R(t) = (1− fR)δ(t) +
3

2
fRh(t), (2.15)

where fR is the fractional contribution of the Raman response to the total nonlinearity
and h(t) is the delayed Raman response function. For silica �bers, we can use the Raman
response given by [62].

The �nal integral in Eq. (2.12) has a rapidly oscillating term e2ıω0t
′
. If the response

function R(t
′
) is a delta function, which we will see is the case when only Kerr nonlinearity

is considered, this exponential term does not contribute to the integral. But if the response
function has a delayed temporal response, like in the case of Raman nonlinearity, we assume
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that the presence of this rapidly oscillating term causes the contribution of the last integral
in Eq. (2.12) to go to 0. Hence, we will remove that term from our integral and rewrite it
as follows

∂Ap(z, t)

∂z
− ı(β(p)

0 − β0)Ap(z, t) + (β
(p)
1 − β1)

∂Ap(z, t)

∂t
− ı
∑
n>2

β
(p)
n

n

(
ı
∂

∂t

)n
Ap(z, t)

= ı
γ

3

∑
lmn

(
1 + τlmnp

∂

∂t

)
flmnp

{
2Al(z, t)

∫
dt

′
R(t

′
)Am(z, t− t′)A∗n(z, t− t′)

+A∗l (z, t)

∫
dt

′
R(t

′
)Am(z, t− t′)An(z, t− t′)

}
. (2.16)

Under this approximation, the nonlinear time response function becomes

R(t) = (1− fR)δ(t) + fRh(t). (2.17)

When we study cases without including the Raman response, we will set fR to 0.

2.2 Normalized MM-NLSE

Equation (2.15) is the generalized MM-NLSE which includes the e�ects of all orders of dis-
persion, third-order nonlinear e�ects, Raman scattering and the shock e�ect by including
the frequency dependence of the nonlinear parameter up to �rst order. For the work shown
in this thesis, we will not be including dispersion e�ects of order three and higher and the
shock e�ects. These are reasonable approximations if we are simulating short distance
propagation for pulses which are not being launched close to the zero-dispersion wave-
length of the �ber and that have pulse widths of the order of ∼ps or larger, respectively.
In that case, Eq. (2.15) reduces to

∂Ap(z, t)

∂z
− ı(β(p)

0 − β0)Ak(z, t) + (β
(p)
1 − β1)

∂Ap(z, t)

∂t
+ ı

β
(p)
2

2

∂2Ap(z, t)

∂t2

= ı
γ

3

∑
lmn

flmnp

{
2Al(z, t)

∫
dt

′
R(t

′
)Am(z, t− t′)A∗n(z, t− t′)

+A∗l (z, t)

∫
dt

′
R(t

′
)Am(z, t− t′)An(z, t− t′)

}
. (2.18)

A �nal major simpli�cation that can be made is ignoring the Raman e�ect (fR = 0), which
is a weak e�ect for pulse widths of the order of picosecond or higher [1]. The MM-NLSE
then reduces to

∂Ap(z, t)

∂z
− ı(β(p)

0 − β0)Ap(z, t) + (β
(p)
1 − β1)

∂Ap(z, t)

∂t
+ ı

β
(p)
2

2

∂2Ap(z, t)

∂t2

= ı
γ

3

∑
lmn

flmnp [2Al(z, t)Am(z, t)A∗n(z, t) +A∗l (z, t)Am(z, t)An(z, t)] . (2.19)

If we consider a �ber that supports M spatial modes, we also have to account for
the fact that each spatial mode has two orthogonally polarized components. So the �ber
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under consideration supports a total of N = 2M modes. To get a better physical sense of
these orthogonally polarized modes, we can represent the �eld envelopes in a Jones-vector
notation (Ap(z, t) = [Apx(z, t), Apy(z, t)]

T ). Eq. (2.18) can then be rewritten as

∂Ap

∂z
− ı(β(p)

0 − β0)Ap + (β
(p)
1 − β1)

∂Ap

∂t
+ ı

β
(p)
2

2

∂2Ap

∂t2

= ı
γ

3

∑
lmn

flmnp
[
2AT

l AmA
∗
n + AH

l AmAn

]
. (2.20)

T and H represent the transpose and Hermitian conjugate of a matrix. β
(p)
0 , β

(p)
1 and

β
(p)
2 are 2×2 diagonal matrices with the propagation constant, inverse group velocity and

group-velocity dispersion (GVD) parameter values respectively of the x and y components
of the pth mode as its diagonal values. We have made the assumption here that both
the orthogonally polarized modes have the same spatial pro�le. Note that we no longer
explicitly denote the dependence of the �eld envelopes (Ap) on z and t for the sake of
simplicity.

In chapters 3 and 4, we will be using this model to study the existence and interaction
of soliton pulses in a MMF. While we will look at what solitons are in greater detail in
the next chapter, it is helpful to normalize this equation in terms of so-called "soliton
units" at this point. This exercise will also help reduce the number of input parameters
required for modeling nonlinear pulse propagation through a MMF. We can also do a

mathematical transformation by including the propagator (eı(β
(p)
0 −β0)z) in the de�nition of

the �eld envelope (Ap), which will move the phase-mismatch e�ect from the linear term to
an exponential in the nonlinear term. If we assume that the input pulse in the reference
mode of the �ber (chosen as the fundamental mode here) has peak power P0 and width
T0, then the set of coupled NLSE in Eq. (2.19) can be normalized and written as

∂up
∂ξ

+ d1p
∂up
∂τ

+ ı
d2p

2

∂2up
∂τ2

= ı
N2

3

∑
lmn

flmnp
[
2uTl umu

∗
n + uHl umun

]
eı∆βlmnpLDξ. (2.21)

In this equation, up = Ap/
√
P0, τ = t/T0 and ξ = z/LD, where LD corresponds to the dis-

persion length of the fundamental mode given by LD = T 2
0 /|β2| (β2 is the GVD parameter

of the fundamental mode). The parameter N corresponds to the soliton order, as we will
see later. It is de�ned as N2 = γP0T

2
0 /|β2|. The phase-mismatch parameter appearing in

the nonlinear term is de�ned as ∆βlmnp = β
(m)
0 + β

(n)
0 − β(l)

0 − β
(p)
0 . The two normalized

di�erential group delay (DGD) and group velocity dispersion (GVD) parameters (d1p and
d2p respectively) are de�ned as

d1p = (β
(p)
1 − β1)

LD
T0

; d2p =
β

(p)
2

|β2|
. (2.22)

We have derived several simpli�ed versions of the generalized MM-NLSE [Eq. (2.15)] in
this section, by making certain physical approximations and normalizing some parameters.
In the following chapters, we will be using a version of the MM-NLSE that we have derived
here to study di�erent nonlinear e�ects in MMFs. For each case that we consider, we will
simply refer to the relevant equation from this chapter that we used to simulate it.
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Another important point to keep in mind for the remainder of this thesis is that we
will work with the linearly-polarized (LP) modes terminology (instead of the real HE and
EH modes) for step-index �bers, which is valid in the weakly-guiding approximation for
�bers with a relatively small refractive index di�erence between the core and cladding.

2.3 Numerically solving the coupled NLSE

The NLSE, apart from certain speci�c cases, cannot be solved analytically. Here we will
brie�y describe the two numerical approaches that have been used to solve this equation
under di�erent conditions for the work presented in this thesis.

2.3.1 Split-step Fourier method

A common numerical approach that has been used to solve the NLSE over the years for the
single-mode case is the split-step Fourier method (SSFM) [63, 64]. It is a pseudo-spectral
approach that utilizes the �nite-Fourier transform (FFT) algorithm. It has also been
applied to the case of MMF, where we need to solve coupled partial di�erential equations.
To see how the SSFM works, we can re-write Eq. (2.17) in the following form

∂Ap(z, t)

∂z
− D̂(p)(z, t)Ap(z, t) = N̂ (p)(z, t)Ap(z, t), (2.23)

where all the dispersion terms (D̂(p)) and nonlinear terms (N̂ (p)) have been separately
grouped together. This equation can now be written as

∂Ap
∂z

= (D̂(p) + N̂ (p))Ap. (2.24)

The solution to this equation can be given by

Ap(z + ∆z, t) = exp[∆z(D̂(p) + N̂ (p))]Ap(z, t), (2.25)

where ∆z is the chosen step-size along the length of the �ber. In the SSFM, both the dis-
persion and nonlinearity exponentials that show up in this equation are solved separately.
This is done by making an approximation that for small step sizes, the dispersion and
nonlinearity can be assumed to act independently. Mathematically, it can be written as

Ap(z + ∆z, t) ≈ exp[∆zD̂(p)]exp[∆zN̂ (p)]Ap(z, t), (2.26)

Since the dispersion term only consists of linear terms with time-di�erential operators
(∂/∂t), it is easier to solve it in the Fourier domain, where ∂/∂t can be replaced by −ıω.
D̂(p)(−ıω) then just becomes a number in the Fourier space.

By using this algorithm, the �eld amplitude (Ap) after every step (∆z) can be numer-
ically calculated by separating the contributions from the dispersion and nonlinear terms.
Further improvements in accuracy can be obtained by adopting a scheme where we �rst

calculate the e�ect of dispersion for half-step propagation [exp(∆zD̂(p)/2)], then include
the total e�ect of nonlinearity for the entire step [exp(∆zN̂ (p))] and then add the e�ect of

dispersion for the other half-step propagation [exp(∆zD̂(p)/2)]. Under this approximation,
the nonlinearity is assumed to be discretely lumped at the middle of each propagation step.
Mathematically, this can be written as

Ap(z + ∆z, t) ≈ e
1
2

∆zD̂(p)
e∆zN̂(p)

e
1
2

∆zD̂(p)
Ap(z, t). (2.27)
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There are further improvements that can be made to this scheme, like integrating the e�ect
of nonlinearity over the entire step and including it at the middle of the propagation step,
but we will not discuss them here.

This algorithm is accurate to third order in the step-size ∆z. While we looked at
the algorithm from the perspective of a particular (pth) mode, we need to recall that MM-
GNLSE is a set of coupled equations. So we employ this algorithm for each individual mode
equation. Each mode is �rst propagated by one step-size (∆z). But the nonlinear term
(N̂ (p)) also depends on the mode-�elds of all the other �ber modes. So we need to follow
an iterative procedure where Ap(z + ∆z) is �rst estimated by calculating N̂ (p)(z + ∆z)
using the values of mode-�elds at z. Then these updated values of Ap(z+ ∆z) are used to
calculate the new value of N̂ (p)(z + ∆z).

While this algorithm has several built-in approximations, it nonetheless gives accurate
numerical results for the cases considered in this thesis.

2.3.2 Fourth-order Runge-Kutta in the Interaction picture

Again, we start with Eq. (2.17). But this time, we take a Fourier transform of the entire
equation. We can write this equation in the following form

∂Ãp
∂z

+ D̃pÃp = Ñp, (2.28)

where D̃p is an imaginary number that depends on the dispersion parameters for the pth

mode and angular frequency (ω). Ñp is the Fourier transform of the nonlinear term. We
now make a transformation of variables given by

Ã
′
p = Ãpe

D̃pz. (2.29)

We make this transformation for each mode �eld. The NLSE in the spectral domain for
the pth mode then becomes

∂Ã
′
p

∂z
= Ñ

′
pe
D̃pz, (2.30)

where Ñ
′
p is the Fourier domain nonlinear term calculated using the transformed mode-

�elds (A
′
p = F−1[Ã

′
p]). F represents the Fourier transform operation.

Equation (2.29) is now in the form of an ordinary di�erential equation (ODE). There
are several numerical techniques to solve such ODEs. We will use the fourth-order Runge-
Kutta method to solve this set of coupled ODEs and obtain the values of Ã

′
p(z, ω) at each

point along the propagation direction z. Finally, we can obtain the time-domain �elds at
each point along z by doing the following transformation

Ap(z, t) = F−1[Ã
′
p(z, ω)e−D̃pz]. (2.31)

This method is also known as the Interaction Picture method for solving the NLSE,
a nomenclature which has its origins in quantum mechanics. This method was recently
adopted to model supercontinuum generation in optical �bers [65]. Here, by making the
variable transformations, we are including the time derivative within the transformed vari-
able and solving in the frequency domain. This "picture" still lets us reveal all the physical
properties of the system.
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Chapter 3

Solitons in few-mode �bers

Solitons are one of the most well-known consequence of nonlinearity in a dielectric material,
resulting from the interplay between nonlinear and dispersive e�ects. If the nonlinearity
can exactly balance the dispersion e�ects inside a material, certain wave packets can be
formed that can travel undistorted over long distances or evolve periodically. These soli-
tary wave packets are known as solitons, a term that indicates its almost particle-like
nature. They have been observed in many systems ranging from water canals to photonic
waveguides [48�50].

In the context of �ber optics, solitons have been observed and studied extensively
owing to fundamental interest and their applications in the �eld of optical communications.
Solitons occur when the group-velocity dispersion (GVD) and self-phase modulation (SPM)
inside a �ber exactly balance each other out. The presence of another pulse or higher-order
nonlinear e�ects is then a perturbation to this soliton. In the case of single-mode �bers
(SMFs), the inverse-scattering method to solve the NLSE has been successfully applied to
predict the existence of solitons [66�68]. Without going into details of this method, what
we need to know is that there exists a family of solutions that can propagate undistorted
over long distances and this family of solutions has a secant-hyperbolic time dependence.
Solitons and its applications in SMFs are well-documented [48�50, 67, 68]. Here, we will
look at the existence of soliton-like wave packets in few-mode �bers (FMFs) and numerically
study their stability in the presence of intermodal nonlinear coupling.

3.1 Temporal stability of solitons in few-mode �bers

The existence of optical solitons in multimode �bers hasn't been studied in detail. While
there were few initial reports of solitons in multimode �bers [25, 26, 28, 69], which are
solitary waves that span over more than one mode of a �ber, the recent surge in interest
in multimode �bers has inspired a detailed analysis of the conditions for the existence of
multimode solitons and their stability. We consider a case where fundamental solitons are
launched individually in any mode of a multimode �ber. In this situation, we ask ourselves
how stable the solitons are in the presence of intermodal nonlinearities which can be seeded
by optical noise.

We consider a �ber which supports only the �rst two spatial modes in the linearly
polarized (LP) modes approximation, namely LP01 and LP11. The LP11 mode is two-fold
degenerate and consists of two distinct degenerate modes LP11a and LP11b. Accounting for
the two orthogonally polarized components of each of these three modes, we end up with
a total of six modes that this �ber can support. We model this case by using Eq. (2.20)
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Modes involved Coupling terms Value

LP01 f1111 1

LP11a, LP11b f2222, f3333 3/4

LP01-LP11a, LP01-LP11b f1212, f2211, f1122, f2121, f1313, f1133, f3311, f3131 1/2

LP11a-LP11b f2332, f3232, f3322, f2323, f3223, f2233 1/4

Tab. 3.1: Nonlinear coupling parameters (fplmn) for the few-mode �ber under consideration.

and set fR = 0 and up(0, τ) = u0sech(τ), where u0 is set to 0 for modes in which no pulse
is launched. As was mentioned in chapter 2, the parameter N in Eq. (2.20) corresponds
to the soliton-order. In the case of SMFs, we expect a fundamental soliton (N = 1) to
propagate undistorted and higher-order solitons (N > 2) to undergo periodic evolution,
with the period given by ξ = π/2 [1]. To understand the e�ect of intermodal nonlinear
coupling, we assume an ideal �ber and neglect any linear coupling and losses. For the
initial analysis, we set the di�erential group-delay (DGD) between di�erent modes to be 0
(d1p = 0). This is done to ensure that the modes overlap and thereby stay coupled along
the entire length of the �ber. In the next section, we will look at the impact of di�erent
values of DGD between the modes.

As we saw earlier, the overlap integral flmnp governs the nonlinear coupling between
modes. Since l,m, n, p can go from 1-3 in this case, one needs to specify a total of 81
parameters to fully account for nonlinear coupling. However, a large number of them
vanish because of orthogonality and phase-matching conditions, and many coincide in
values because of the degeneracy of LP11a and LP11b modes. We are left with 17 non-zero
terms. For numerical simulations, we use the values of �ber parameters given in [70]. Using
the e�ective areas given there, we �nd γ = 1.77 W−1/km and the values of the 17 non-zero
nonlinear overlap parameters (flmpn) are given in Table 3.1. For our choice of T0 = 1 ps
(TFWHM = 1.77ps), LD = 41.15 m and d22 = 1.06. The DGD parameter (d1p) is set to 0
for the results shown in this section.

3.1.1 Single soliton propagation

We solve Eq. (2.20) using the split-step Fourier method described in Chapter 2. We �rst
consider the case where a single fundamental soliton is launched in any given mode of the
�ber. Our results show that the soliton remains unchanged and retains all of its energy
even after propagating for hundreds of dispersion lengths, irrespective of the mode that it
was launched into. To understand the stability of such solitons, we introduce perturbations
in the form of white noise with a spectral density of 10−17 W/Hz to all the channels. This
noise can seed intermodal and intramodal nonlinear e�ects. Remarkably, we observe that
the solitons still propagate in a stable fashion. As an example, Fig. 3.1 shows a case where
a fundamental soliton is propagated in the LP01x mode for a 100 dispersion lengths. We
can see from the �gure that a small amount of energy if transferred to the orthogonally
polarized mode when it is seeded by white noise. But the magnitude of this energy transfer
remains well below 0.1% of the input energy.

We also simulate a similar scenario with a higher-order soliton. An example of such a
case is shown in Fig. 3.2, where a second-order soliton is launched in the LP01x mode of the
�ber and the other modes are seeded with white noise. We notice that, similar to the case
of single-mode �bers, the second-order soliton displays oscillatory behavior with a period
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Fig. 3.1: Fundamental soliton launched in the LP01x mode along with noise in all other modes
(The LP11b mode, which is not shown here, behaves similar to the LP11a). The color bar
shows optical power on a dB scale

of ξ = π/2. But again, while there is some power transfer between the modes owing to
noise-seeded intermodal nonlinearity, it is a negligible loss of energy and the fundamental
mode retains almost all of the power launched into it. These results clearly indicate that
an isolated solion of any order launched in any given mode of a multimode �ber propagates
in a stable fashion.

Fig. 3.2: Second-order soliton launched in the LP01x mode along with noise in all other modes
(The LP11b mode, which is not shown here, behaves similar to the LP11a). The color bar
shows optical power on a dB scale
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(a)

(b)

Fig. 3.3: Simultaneous propagation of fundamental solitons in two �ber modes: (a) LP01x and
LP11ax, (b) LP11ax and LP11bx. The color bar shows optical power on a dB scale.

3.1.2 Multiple soliton propagation

We observe much more interesting behavior if more than one fundamental solitons are
launched simultaneously into di�erent �ber modes. We use the same numerical model
and �ber parameters as used in the previous subsection. Fig.3.3 shows the evolution
over 100 dispersion length for two such cases. In Fig. 3.3a, two co-polarized solitons are
launched simultaneously in the non-degenerate LP01x and LP11ax modes of the �ber. Both
solitons initially lose some energy in the form of dispersive waves and become narrower. To
understand this behavior, we recall that strong intermodal interaction is possible because
of the large spatial overlap between modes, despite traveling in di�erent �ber modes.
As a result, each soliton modulates the phase of the other soliton substantially through
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Fig. 3.4: Simultaneous propagation of x-polarized solitons in three �ber modes. The color bar
shows optical power on a dB scale.

intermodal XPM. In e�ect, the total nonlinear phase shift seen by each soliton is larger
than that of an isolated soliton. Since this simulation is similar to the case of a single
soliton with N>1, each soliton undergoes an initial narrowing phase. This XPM-induced
perturbation is responsible for the excess radiation being shed initially by each soliton as
dispersive waves. However, most of the radiation is shed within the �rst few dispersion
lengths and the energy lost by each soliton remains less than 1% of the input energy.

The most important feature of Fig. 3.3a is that the solitons undergo an oscillatory
phase during which the pulse in LP11ax gradually transfers energy to the pulse in LP01x.
The LP01 soliton, which gains energy, becomes increasingly narrower with a higher peak
power, to ensure that the soliton order N remains close to 1. While the physical mechanism
behind such power transfer is not clearly known, our results show that net energy transfer
is always from a higher-order mode to the fundamental mode, which can be interpreted as
a sort of self-focusing in multimode �bers. Some recent experimental reports have shown
a similar self-focusing or "beam cleanup" in highly multimode �bers [43, 46]. Another
possible explanation for such energy transfer is inspired from the thermodynamic e�ect of
condensation of waves [71].

Fig. 3.3b shows the case of two fundamental solitons launched in the degenerate LP11ax

and LP11bx modes. Similar to the case shown in Fig. 3.3a, both solitons initially shed some
energy in the form of dispersive wave and reshape themselves by becoming narrower be-
cause of intermodal XPM. Moreover, they exhibit a periodic evolution pattern which does
not stabilize even after propagating a 100 dispersion lengths. However, we do not notice
any net energy transfer between the modes. Indeed, our results show that each soliton
contains more than 99% of its initial energy, even after propagating for 200 dispersion
lengths.

Finally, we also look at the case when three solitons are simultaneously launched in the
LP01x, LP11ax and LP11bx modes. Fig. 3.4 shows the evolution in that case. We observe
behavior similar to Fig. 3.3a. All solitons initially lose some energy followed by a transfer
of energy from solitons in both the higher-order modes to the fundamental mode. The
main conclusion here is that solitons propagating in the higher-order mode are unstable
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when there is energy present in the fundamental mode. In contrast, the solition in the
fundamental mode is not only stable, but becomes stronger and narrower as energy is
transferred to it.

3.2 Temporal soliton trapping

In the previous section, we considered solitons propagating simultaneously in di�erent
modes of a few-mode �ber. However, we ignored the DGD between these modes. In
practice, the presence of DGD will alter their behavior and can possibly lead to reduced
nonlinear interaction between modes. Soliton robustness has been studied previously in
the case of birefringent �bers having DGD between the two orthogonally polarized modes
[72, 73]. In our case, it leads to a group-velocity mismatch between the LP01 and LP11

modes. We quantify this mismatch through the parameter δβ1 = β12 − β11 = d12T0/LD.
The degenerate LP11a and LP11b modes have the same group-velocity.

Fig. 3.5 shows the numerical results for δβ1 = (a) 10 ps/km and (b) 100 ps/km when
fundamental solitons are launched simultaneously into the LP01 and LP11 modes. For the
smaller value of δβ1 = 10 ps/km, the soliton in the fundamental mode slows down while
the soliton in the higher-order mode speeds up, till they are both traveling at the same
speed. This is the phenomenon of soliton trapping that has been observed in birefringent
�bers [72], and it is accomplished through shifts in the spectrum of each soliton in opposite
directions. Using simple arguments, we can estimate the spectral shift as ∆ω = ∆β1/β2 =
LD∆β1/T

2
0 . For the parameters used in Fig. 3.5(a), the estimated shift in the frequency

is about 40 GHz. A comparison of Fig. 3.3(a) and Fig. 3.5(a) shows that apart from the
trapping and a temporal tilt induced by spectral shifts, the two solitons evolve in a similar
fashion. In particular, the LP11 soliton remains unstable and transfers its energy to the
LP01 soliton as it propagates along the �ber.

As the group-velocity mismatch between the two modes increases, one would expect
the soliton trapping to become less e�ective. For a su�ciently large value of δβ1, trapping
should cease completely. The reason behind this thinking is that the two solitons overlap
temporally over shorter and shorter distances as the DGD parameter increases, making in-
termodal XPM less and less e�ective. Numerical results con�rm this behavior. Fig. 3.5(b)
shows the case where δβ1 = 100 ps/km and we can see that soliton trapping has nearly
ceased to occur in this scenario. In this particular case, the solitons have separated tem-
porally before propagating even half a dispersion length. Remarkably, even within such a
short distance, the spectrum of the solitons have shifted slightly, evident by the tilt in the
temporal evolution of the fundamental mode. Also note that the soliton in the higher-order
mode no longer transfers energy to the soliton in the fundamental mode. This is because
they are no longer coupled through XPM since they separate temporally.

3.3 Spatiotemporal solitons

So far, we have looked at how stable solitons are when launched in any given mode of
a multimode �ber. We looked at this with and without the presence of solitons in the
other �ber modes. We could observe intermodal nonlinear e�ects in action, speci�cally
intermodal XPM, which led the solitons to shed some energy and reshape themselves. In
addition, we also found that light pulses present in di�erent modes can be trapped with
each other. These e�ects can lead us to ask the next logical question: Can we realize
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(a)

(b)

Fig. 3.5: Simultaneous propagation of fundamental solitons in LP01x and LP11ax modes with (a)
δβ1 = 10 ps/km and (b)δβ1 = 100 ps/km. (Colorbar represents power in dB)

a temporal solitonic pulse that also spans over multiple spatial modes of a �ber, or a
spatiotemporal soliton?

As the nonlinearity cancels out the e�ect of group-velocity dispersion for single-mode
solitons, we would require the intermodal nonlinearity to cancel out modal dispersion to
realize multimode solitons. Indeed, this line of thinking is not novel. There have been a
few reports of spatiotemporal solitons existing in multimode nonlinear media in the past
[74�77]. But this �eld of study has been taken up with new vigor lately, as multimode
�bers become more relevant. Recent experimental studies have shown the �rst reports of
observing spatiotemporal solitons in the lab [32, 35, 44]. These results, using a graded-
index �ber supporting up to 10 modes, clearly show how such spatiotemporal solitons form.
The energy that is initially coupled into each mode starts to separate in time owing to
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Fig. 3.6: (From [35]) Numerical simulation for 25 m propagation of a pulse equally distributed
amongst the �rst 5 modes of a graded index �ber (zero angular momentum modes). The
initial pulse has a duration of 500 fs and is centered around 1550 nm. Left column: nor-
malized temporal evolution of each mode. Middle column: normalized temporal pro�les
at the end of 25 m (linear scale). Right column: normalized spectra at the end of 25 m.
For the temporal evolution plots, the distributions are plotted for 2.5, 8.75, 15 and 21.25
m. The modes are color-coded as in adjacent plots, and o�set along the distance axis
slightly to increase visibility. Top row : linear propagation regime. Middle row : nonlinear
propagation regime 1: each mode seeded with 0.34 nJ pulse energy. A dotted line shows
the center wavelength in each mode. Bottom row : nonlinear propagation regime 2: each
mode seeded with 2.74 nJ pulse energy.

intermodal DGD. But, intermodal nonlinearities can trap energy components in di�erent
modes, thereby temporally localizing that energy packet. As we have shown earlier, the
pulses need to shift their spectrum to accommodate the change in group-velocity that
accompanies trapping. If a group of such synchronized pulse components gets enough
energy to form a soliton, it gets localized in the spatial dimension as well. This packet
then propagates relatively unchanged, or displays periodic oscillatory behavior. Fig. 3.6,
from [35], shows the formation of spatiotemporal solitons when light is launched into
the �rst 5 azimuthally symmetric modes of a graded-index �ber. Such spatiotemporally
localized packets of energy have also been called "light bullets" or multimode solitons.
These multimode solitons can be comprised of di�erent combinations of spatial modes.

While we mostly consider a two spatial mode �ber (LP01 and LP11) to study solitons,
we observe the formation of multimode solitons even in this simple case. In fact, the case
shown in Fig. 3.3(b), where two fundamental solitons are launched in each degenerate
LP11 mode, can be interpreted as a second-order soliton spanning both the modes. Modes
that have a smaller di�erence in propagation constants are more likely to form multimode
solitons.
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Conclusions

In this chapter, we have addressed the issue of the existence and stability of solitons
in few-mode �bers using a three-mode �ber as an example. We found that when a single
fundamental or higher-order soliton is launched into any given �ber mode, it can propagate
stably over long �ber lengths, even though intermodal nonlinear e�ects are seeded through
noise. If we launch two solitons simultaneously in the orthogonally polarized components
of a single mode, the nonlinear birefringence induced through intramodal XPM makes
the solitons evolve such that their widths oscillate periodically. We have not shown this
case here as this has been dealt with in the past in detail [69, 72]. Finally, when two co-
polarized solitons are launched into di�erent �ber modes, their evolution depends on the
amount of DGD between the modes. For small values of DGD, the solitons propagating
in di�erent modes are found to trap with each other such that they shift their spectra
and travel at the same speed in spite of considerable DGD between them. For the �ber
considered here, we could observe complete trapping for DGD values as high as 20 ps/km.
A surprising feature that our simulations revealed is that under certain conditions, pulses
propagating in higher-order modes may transfer their energy into the fundamental mode as
they propagate along the �ber. Finally, we brie�y discussed an extension of this concept of
soliton propagation in multimode �bers, known as spatiotemporal or multimode solitons.
Multimode solitons occur when the intramodal nonlinearity and intermodal nonlinearity
counteract group-velocity dispersion and modal dispersion respectively.
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Chapter 4

Impact of Kerr nonlinearity on intermodal soliton

interaction

In the previous chapter, we discussed the existence of solitons and their stability in a
multi-mode environment. In this chapter and the next, we will consider a scenario where
two temporally separated solitons propagate simultaneously in an optical �ber and try to
understand the nonlinear interaction between them.

Interaction between temporally separated solitons because of the nonlinear Kerr e�ect
is well-documented in the case of single-mode �bers [78�88], however, soliton interaction
in multimode �bers hasn't been thoroughly investigated. Here, we study in detail how
temporally separated solitons, launched individually in degenerate or nearly-degenerate
modes of a multimode �ber, interact with each other owing to the nonlinear Kerr e�ect.

The �ber that we use to study this behavior is identical to the one that was modeled
in chapter 3. To recall, it is a two-mode �ber, which after including the degeneracy of the
LP11 modes and accounting for both polarizations, supports a total of six modes. But it
is important to note that the governing equations remain the same even for a �ber that is
highly multimodal. The results found here will remain the same for any higher or lower
order pair of degenerate or nearly-degenerate modes that exist in a step-index or graded-
index �ber, as long as those two modes are the only ones that are being excited. To look
at the temporal evolution of the power in each mode, we use six coupled NLS equations
[eq. (2.20)] and solve them numerically using the split-step Fourier method described in
chapter 3. We do not include higher-order e�ects like Raman (included in chapter 5) and
shock terms and only consider dispersion up to second-order.

In section 4.1, we �rst consider the impact of Kerr nonlinearity on interaction between
temporally separated solitons propagating in degenerate modes of a multimode �ber. In
section 4.2, we study the impact that input parameters like relative phase, relative am-
plitude and temporal separation have on this interaction behavior. We consider non-
degeneracy between the modes and its e�ect on intermodal soliton interaction in section
4.3. Finally, we summarize the results.

4.1 Soliton interaction in �rst-order degenerate modes

We numerically study how soliton pulses launched simultaneously in degenerate modes
of a �ber interact and how this interaction depends on their initial pulse parameters.
The degenerate modes used for the following results are the LP11a and LP11b modes,
although, as mentioned previously, these results would qualitatively be similar for any pair
of degenerate modes in a multimode �ber.
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We consider the simplest case of two fundamental solitons launched in the two degen-
erate modes individually, with a delay Ts between them. The input, therefore, is of the
form: sech[(τ − q0)] in the LP11a mode and sech[(τ + q0)] exp(ıθ) in the LP11b mode. Here,
θ corresponds to the relative phase between the modes at the time of launch; τ = t/T0

and q0 = Ts/2T0 are the normalized time parameters related to the input pulse width T0

and the initial temporal pulse separation Ts.
Using mode 2 as the reference mode and assuming no power in mode 1, eq. (2.20) leads

to the following set of coupled equations:
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The �rst-order time derivatives do not appear in these equations because the group-velocity
is the same for all modes belonging to the LP11 mode group. N2 and N3 correspond to the
soliton order in the LP11a and LP11b modes respectively.

We numerically solve this set of coupled equations using the split-step Fourier method
described in chapter 2. For the results shown in this chapter, we have used the �ber
nonlinear coupling parameters from Table 3.1. For an input wavelength λ0 = 1540 nm,
the nonlinear parameter is chosen to be γ = 1.77 1/W-km and the group-velocity dispersion
parameters as β22 = β23 = -24.3 ps2/km. The Raman scattering term is ignored (fR = 0)
and its impact on soliton interaction will be studied in detail in the next chapter.

Fig. 4.1: Interaction of two temporally separated solitons launched in degenerate modes. (Left)
Evolution of power in individual modes (Right) Sum of power in both modes. The color
bar shows optical power on a linear scale.

First, we look at two in-phase fundamental solitons launched in the two �rst-order
degenerate modes. For this case, we set T0 = 1 ps, q0 = 4 and θ = 0, which represents
two in-phase solitons separated by 8 ps initially. The dispersion length (LD) is about 40
m in this case. The �rst two panels of Fig. 4.1 show the evolution of these solions in the
few-mode �ber over 100 LD, while the third panel shows the evolution of the total power
in both modes.

To compare the intermodal interaction behavior to the intramodal interaction observed
in single-mode �bers (SMF), Fig. 4.2 shows evolution of two temporally separated �rst-
order solitons with q0 = 4 in a SMF. Similar to what is observed in SMFs (Fig. 4.2), the two
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solitons initially attract each other, even though they belong to di�erent modes. Indeed,
the total power in both modes for the two-mode case (last panel in Fig. 4.1) evolves in a
qualitatively identical manner to the evolution observed in SMF (Fig. 4.2).

In two-mode case, solitons attract through intermodal Kerr nonlineality. However, un-
like the single-mode case, we �nd that solitons transfer some of its power to the other mode
as the two solitons approach each other. Eventually, the two solitons overlap completely,
forming an intense bimodal pulse at around 75 LD. At this point, each pulse is signi�cantly
narrower than the input pulse and also has a wider spectrum. On further propagation,
both pulses cross over into the other mode and start to separate from each other, almost
returning to their initial temporal separation at a distance of 150 LD. However, we stress
that input conditions are never fully recovered because some energy remains in the original
time slot.

Fig. 4.2: Temporal evolution showing soliton interaction in a single-mode �ber. Input conditions
are N = 1, T0 = 1 ps, q0 = 4 and θ = 0. The color bar shows power range on a linear
scale.

Interaction behavior shown in Fig. 4.1 is similar to what is observed in SMFs, with
some obvious di�erences. The main di�erence is that there is an intermodal exchange
of power during the initial attraction phase. The underlying physical mechanism behind
this energy transfer is intermodal four-wave mixing (FWM), governed by the last term in
eqns. (4.1), which causes a part of the energy from one mode to be transferred to the other
mode. If we plot this evolution on a logarithmic scale, we note that this power transfer
begins right after the pulses are launched, but it becomes a noticeable fraction of the initial
peak power only around 30 LD.

Figure 4.3 shows the evolution of the power in mode 2 (LP11a) in the range 60-85
LD, which includes the part in the which the solitons "collide" and overlap temporally.
Power variations in modes 3 (LP11b) are just a mirror image of Fig. 4.3 around τ = 0.
The smaller peak on the left is due to the intermodal power transfer occurring from the
neighboring mode. One can see that it grows in magnitude while the peak on the right
weakens, because of a continuous transfer of power from that pulse to the other mode.
The reason why this weak pulse also moves towards the center is that it is trapped by
the soliton in mode 3, a phenomenon whose occurrence was explained in detail in chapter
2. Even after the point of collision, once the pulses cross over and start to temporally
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Fig. 4.3: Magni�ed view of the LP11a mode power between 60 to 85 LD, a range that includes the
point of collision. The peak initially on the left is due to intermodal power transfer from
the LP11b mode.

separate from each other, a small portion of the energy in mode 2 stays trapped with the
pulse propagating in mode 3 (and vice versa). However, if we look at the total power in
both modes (last panel in Fig. 4.2), the behavior seems almost indistinguishable from the
case of SMFs. This is surprising but also reassuring, since the energy of the two solitons
must be conserved in the absence of losses. This similarity between the SMF case and
the degenerate modes of an MMF has also been noted in the strong-coupling regime when
linear coupling is included [30].

One way to understand the features seen in Figs. 4.2 and 4.3 is through the concept of a
multimode soliton that was discussed in section 3.3. In this picture, even though a fraction
of the soliton's energy is transferred to the other mode, both fractions remain a part of
the same "bimodal" soliton. Since the modes are assumed to be perfectly degenerate,
the exchange of power due to intermodal FWM is equal in both directions and hence
the total energy in each mode is conserved. Interestingly, we do not observe any "ghost
pulses" like the ones observed in intrachannel FWM [89, 90] studied in the context of
telecommunication systems.

4.2 Impact of pulse parameters

We looked at interaction of temporally separated but identical in-phase solitons. Now we
study what happens when the relative phase, amplitude or temporal separation between
the two interacting solitons is varied.
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4.2.1 Impact of relative phase

In the case of SMFs, soliton interaction is found to be quite sensitive to relative phase
θ. For this reason, we expect qualitative changes to occur with changes in θ even for the
case of MMFs. Figure 4.4 shows the e�ect of changing θ while keeping the same value
of q0 = 4 for the initial temporal separation. For θ = π/8 (top row) and π/4 (middle
row), the solitons still experience intermodal attraction initially, but they separate from
each other and never appear to collide. Indeed, the last panels where total power in the
two modes is plotted exhibit features that are almost identical to the single-mode case.
In fact, these are out-of-phase collisions [91], which occur when the two colliding solitons
do not have identical phase. Temporally, solitons that collide out-of-phase never overlap
completely at the point of collision. However, when we look at the mode powers in each
mode individually, we �nd remarkably new features. Intermodal power transfer similar to
that seen in Fig. 4.2 still occurs and it does depend to some extent on the exact value of
θ. Around 75 LD, the distance where solitons crossed over in the in-phase case, we observe
that, despite the absence of complete temporal overlap of the two solitons, the entire mode
power has shifted temporally to the other side. This feature is hard to understand. One
possibility is that intermodal FWM becomes so strong that it transfers the entire power
in mode 2 to mode 3 (and vice versa). A second possibility is to invoke the formation of
multimode solitons and only consider the sum of powers in the two modes as a relevant
quantity.

Another remarkable feature in Fig. 4.4 is the temporal asymmetry seen clearly in the
last panel of the top row. We can see that the trace on the left is more intense than on the
right after the two pulses have collided. Thus, even if we interpret the soliton interaction
in terms of multimode solitons, intermodal FWM is not symmetric when θ 6= 0. More
power is transferred to the soliton on the left, making it more intense. This asymmetry is
also present in individual mode powers. If we look carefully, the direction of power transfer
is not uniform, which leads to one mode having more energy compared to the other mode.
In other words, the energy within a mode is not conserved while the total energy in the
�ber is conserved.

We have veri�ed that this asymmetry is observed even in SMFs and is dependent on
the sign of θ. Indeed, when we change the sign such that θ = −π/8, we �nd that the
soliton on the right is more intense than the one on the left. This means that not only the
magnitude of the phase but also its sign plays a role in deciding which mode is preferred
by intermodal FWM.

The bottom row in Fig. 4.4 shows the case of π/2. For this speci�c value of θ, both
solitons appear to propagate without any interaction, as if the other soliton did not exist.
This behavior is di�erent from what is observed in SMFs. In that case, solitons experience
repulsion and monotonically move away from each other for θ = π/2. The physical reason
for why the MMF case is di�erent is not fully understood at this time. One factor that
may contribute to this di�erence is the partial overlap spatial overlap between the modes
compared to the 100% overlap in SMFs.

4.2.2 Impact of temporal pulse separation

We also look at the impact of varying the initial temporal separation q0. The �rst plot in
Fig. 4.5 shows how the spacing between the two solitons changes as they propagate down
the �ber for three values of θ while choosing q0 = 4. The spacing goes to 0 only for θ =
0 at a certain distance where the two solitons overalp completely (or in-phase collision).
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Fig. 4.4: E�ects of initial phase di�erence on intermodal soliton interaction: (top row) θ = π/8,
(middle row) θ = π/4, (bottom row) θ = π/2. Color bar shows power on a linear scale.

In the case of θ = 0, the qualitative behavior remains identical to that seen in Fig. 4.2 for
other values of q0 except that the two solitons collide after a shorter distance for smaller
values of q0. This dependence on q0 is shown in the second plot in Fig. 4.5. Similar to
the single-mode case, the collision distance depends exponentially on q0, as veri�ed by an
exponential �t to the numerical data (dashed line). One may also ask whether the periodic
interaction behavior observed in SMFs holds in the case of MMFs. To answer this question,
we reduce the initial separation 2q0 between the two solitons so that they collide at a much
shorter distance and propagate them long enough to record several collisions. Figure 4.6
shows the results of plotting the bimodal evolution for q0 = 2 and 3. Clearly, intermodal



4. INTERACTION OF SOLITONS: KERR 27

Fig. 4.5: (Left) Spacing between the two solitons as a function of propagation distance for three
values of θ. (right) Dependence of collision distance on the initial pulse separation for
two in-phase solitons. The dashed line shows an exponential �t to the numerical data.

interaction of two in-phase solitons inside a MMF is far from being periodic. As seen in
Fig. 4.6, successive collisions occur after increasingly shorter distances. This breakdown in
periodicity is certainly a consequence of the intermodal FWM between modes. Because of
this phenomenon, after the �rst collision, each mode has two pulses propagating through
it, one of which is the soliton that is initially launched into that mode and the other forms
due to the energy transfer from the other mode. As a result, each pulse experiences not
only intermodal nonlinear coupling but also intramodal nonlinear coupling, and thus the
initial conditions are not reproduced after the �rst collision, unlike in SMFs. It is thus not
surprising that the interaction behavior is not periodic in MMFs.

Fig. 4.6: Breakdown of periodicity in intermodal soliton interaction for in-phase solitons. Total
power in the two degenerate modes is plotted as a function of distance for q0 = 2 and 3.
Color bar shows power on a linear scale.
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4.2.3 Impact of relative amplitude

As with the SMF case [1], we also expect the interaction to depend on the relative am-
plitudes of the two solitons. We studied the amplitude dependence in the two-mode case
by changing the peak powers that a�ect the soliton orders N2 and N3 associated with the
two pulses. To emphasize the bimodal nature of the solitons, Fig. 4.7 shows how the total
power in the two modes varies over 100LD for the case of N2 = 1 and N3 = 1.1 after choos-
ing q0 = 4 and θ = 0. Unlike the case of equal amplitude solitons, the two bimodal solitons
never collide and exhibit oscillatory behavior with distance. These results indicate that
the amplitudes and phase of the input pulses can thus be used to control the interaction
process in MMFs.

Fig. 4.7: Intermodal interaction of two in-phase solitons of the same width with di�erent ampli-
tudes (N2 = 1, N3 = 1.1). Total power in both modes is plotted as a function of distance.

4.3 Soliton interaction in nearly degenerate modes

In this section, we investigate how the interaction behavior changes when the two modes
are not exactly degenerate (β2 6= β3). One expects the behavior to be very similar to the
case of degenerate modes for relatively small deviations in propagation constants. We also
expect the collisions to be out-of-phase, since the modes have slightly di�erent propagation
constants. But the question is, how much deviation is tolerable? Since β2 is not expected
to change much for small deviations, we try to answer this question numerically through
two parameters de�ned as ∆β0 = β02 − β03 and ∆β1 = β12 − β13, the latter representing
the DGD between the two nearly-degenerate modes. Figure 4.8(a) shows the evolution of
individual mode powers and the total bimodal power over 300 LD, with conditions identical
to Fig. 4.2 except that ∆β0 now has a �nite value of 0.1 m−1. The bimodal picture shows an
initial attraction phase leading to a near collision (out-of-phase collision) between the two
bimodal solitons around 75 LD, after which they separate from each other. The individual
mode powers, however, show even more drastic changes caused by the slightly di�erent
propagation constants. After the �rst collision, each mode repetitively transfers power to
the other mode back and forth, but the two modes do not behave in a symmetric fashion.
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(a)

(b)

Fig. 4.8: Interaction of two in-phase solitons propagating in nearly degenerate modes with pulse
parameters identical to those used in Fig. 4.2. (a) Evolution of individual mode powers
and total bimodal power over 300 LD for ∆β0 = 0.1 m−1. (b) Total power in both modes
for three values of ∆β0

Indeed, as seen in Fig. 4.8(a), the LP11a mode becomes more intense compared to the other
mode after the attraction phase. Similar to the case of initial phase di�erence θ studied
in the previous section, the sign of ∆β0 determines which mode is preferred. When we
reverse the sign of ∆β0, it is the LP11b mode that ends up becoming more intense after
the collision.

To quantify the tolerable values of ∆β0, Fig. 4.8(b) shows the evolution of total bimodal
power over 200 LD for three values of ∆β0 ranging from 0.01 to 10 m−1 while keeping the
other parameters same as in Fig. 4.2. For the smallest value of ∆β0, the behavior is
initially similar to the case of degenerate modes shown in Fig. 4.2. But even for this case,
the behavior changes after the collision since the bimodal solitons repel each other and
do not collide again. Further increasing ∆β0 leads to weaker nonlinear coupling and even
the initial collision ceases to occur. After ∆β0 exceeds 5 m−1, the two bimodal solitons
propagate independently as if they were isolated from each other. We thus conclude that
the intermodal collision of two in-phase solitons requires the ratio |∆β0|/β02 to be below
10−7, making it unlikely that it can be observed in real �bers.

We also study the impact of intermodal DGD on soliton interaction. Figure 4.9 shows
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(a)

(b)

Fig. 4.9: Impact of DGD on the interaction of two in-phase solitons propagating in nearly degen-
erate modes with pulse parameters identical to those used in Fig. 4.2. (a) Evolution of
individual mode powers and total bimodal power over 300 LD for ∆β1 = 3 ps/km. (b)
Total power in both modes for three di�erent DGD values.

soliton interaction for di�erent values of ∆β1. For this �gure, the modes are assumed
to have the same propagation constant. While such a situation is not realistic, it has
been simulated to isolate the impact of DGD on intermodal interaction of solitons. In
Fig. 4.9(a), we show the behavior of solitons in individual modes as well as that of two
bimodal solitons for ∆β1 = 3 ps/km. As seen there, the individual solitons change their
group velocity, one of them speeding up while the other slows down, under the in�uence
of nonlinear coupling. We also observe power being transferred repeatedly from one mode
to another. The last panel shows how the bimodal solitons attract each other after they
have adjusted their speeds and undergo an out-of-phase collision. After the collision, one
of the solitons becomes more intense. Again, the preferential transfer of power is governed
by the sign of ∆β1.

Figure 4.9(b) shows the bimodal picture by summing up the power in both modes
for three di�erent values of ∆β1 ranging from 1 to 5 ps/km. For a small value of DGD,
the solitons exhibit a behavior quite similar to that seen in Fig. 4.2 (no DGD). More
speci�cally, they adjust their speeds quickly to travel at the same speed and collide after
some distance because of an attraction between the two bimodal solitons. The behavior
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here is very similar to the case of in-phase soliton collision, except that the collision occurs
at a larger distance. As the magnitude of ∆β1 increases, nonlinear coupling gets weaker,
and the collision distance keeps increasing. After a certain value, the nonlinear coupling
weakens enough that the solitons no longer undergo collision. For DGD values beyond 10
ps/km, the two solitons do not interact with each other as the pulses cease to have any
temporal overlap soon after they are launched.

Conclusions

In this chapter, we numerically study how Kerr nonlinearity a�ects the interaction of
two temporally separated solitons propagating simultaneously in degenerate or nearly-
degenerate modes of a multimode �ber. Similar to the case of SMF, the solitons are
found to attract and repel each other depending on the relative phase between the input
pulses. However, each soliton is also found to transfer some of its power to the other mode
through intermodal FWM. We show that despite this transfer of power, each soliton keeps
propagating as a bimodal soliton and interacts with the other bimodal soliton as if they
were propagating in a SMF. Indeed, for degenerate modes, the evolution of total power is
qualitatively similar to the case of SMF.

We also looked at the impact of relative phase, temporal separation and relative ampli-
tude on the interaction behavior. Asymmetry caused due to relative phase and amplitude
drastically impacts soliton interaction. In all cases, bimodal solitons are still formed be-
cause of intermodal power transfer through FWM. But the evolution of these bimodal
solitons does not coincide with the SMF case over long distances. We found that, unlike
in SMFs, the two solitons do not collide periodically.

Finally, we studied how small changes in the propagation constant and group velocity
between the modes a�ects interaction. We found that the di�erence in propagation con-
stant ∆β0 between the two modes should be a small fraction of the average value (<10−7

for the qualitative behavior to remain identical to the degenerate case). In the case of
DGD, ∆β1 values of less than 1 ps/km do not a�ect interaction behavior qualitatively, but
the solitons cease to interact for DGD values larger than 10 ps/km.

For realistic �bers, the propagation constants in adjacent modes are usually at least
two orders of magnitude larger than the tolerable values of ∆β0 required to observe the
interaction behavior shown here. However, degenerate mode-groups that exist under the
weakly-guiding approximation or orthogonally polarized degenerate modes are good can-
didates to observe this phenomenon in the lab. We have veri�ed that all features observed
in this paper also hold for the case of two orthogonally polarized modes.

We have studied how nonlinear coupling a�ects soliton interaction. Another e�ect that
can impede this behavior is linear coupling between modes that is often present in real
�bers. However, our study is useful for a fundamental understanding of the formation,
evolution and interaction of optical solitons in few-mode �bers.
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Chapter 5

Impact of Raman scattering on soliton interaction

In chapter 4, we have studied how temporally separated solitons behave when they are
simultaneously propagating in two nearly-degenerate modes of a multimode �ber. We
focused mostly on the e�ect of nonlinear coupling due to Kerr nonlinearity. But, as we
have discussed earlier in chapter 2, if the temporal pulses are short (〈1ps), higher-order
nonlinear e�ects like the Raman e�ect start to signi�cantly impact pulse propagation.

In this chapter, we numerically investigate the impact of Raman scattering on the
interaction of two temporally separated pulses with identical spectra. To clearly under-
stand the impact of Raman scattering, we study this �rst in the context of a single-mode
�ber (SMF), before �nally simulating the case of a multimode �ber. We take into ac-
count all interpulse and intrapulse Raman scattering terms in the generalized nonlinear
Schrödinger equation (NLSE) and study the interplay between the Kerr, interpulse Raman
and intrapulse Raman e�ects. Considerable di�erences are observed from the well-known
two-soliton interaction behavior caused by the Kerr nonlinearity in SMFs. We study in
detail a mechanism for energy transfer from the leading pulse to the trailing pulse caused
by the delayed nature of the Raman response. Long-range interactions, where the pulses
do not temporally overlap, are shown to not cause any energy transfer but still impact
each others' phase owing to the long tail of the Raman response term. We also study the
dependence of this behavior on relative phase and amplitude of the two pulses.

In section 5.1, we brie�y review how Raman scattering can a�ect pulse propagation
and look at how to include it in the numerical model. In section 5.2, we study in detail
two-soliton interaction for the case of in-phase solitons in SMFs and try to gain some
analytical insight to understand the numerically observed behavior. In section 5.3, we
study the impact of relative phase and amplitude on two-soliton interaction. In section
5.4, we extend our numerical simulation to the case of degenerate modes in a multimode
�ber and look at the di�erence in behavior caused by the Raman term when compared to
the Kerr-mediated interaction studied in chapter 4. Finally, we summarize our results.

5.1 Review of Raman scattering and its modeling

As we saw in the previous chapter, when two or more closely spaced solitons propagate
together inside an optical �ber, they may attract or repel each other, depending on their
relative phases. Higher-order dispersive or nonlinear e�ects like Raman scattering can
perturb this behavior. Impact of Raman scattering on soliton interaction has been studied
in di�erent contexts in the past [91�104].

While the nonlinear response of a Kerr medium is instantaneous, the Raman response
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is known to be retarded. Moreover, stimulated Raman scattering can manifest in two
di�erent ways. In the case of a relatively wide pump pulse, it leads to the generation of a
new pulse at a frequency that is red-shifted from the pump by about 13 THz in the case of
silica �bers. However, for pulses shorter than a few picoseconds, the pulse spectrum itself
shifts toward the red side in a continuous fashion through intrapulse Raman scattering.
Such a Raman-induced frequency shift (RIFS) is also called the self-frequency shift since no
other pulse is involved. However, when two or more closely spaced pulses are propagating
through the �ber, because of the delayed nature of the Raman response, the leading pulse
can a�ect the trailing pulses through the so-called interpulse Raman scattering. Indeed,
such a Raman-induced interaction between two pulses was studied in 2015 inside a gas-
�lled �ber [97]. It is important to stress that interpulse Raman interaction can occur even
when pulses are separated far enough that little temporal overlap occurs between them, as
long as their temporal separation is smaller than the Raman response time. However, as
we will show later in this chapter, such long-range interactions cannot lead to any energy
transfer between the two pulses in silica �bers.

The e�ects of Raman scattering in optical �bers have been studied in several di�erent
contexts. Experimental and numerical studies have shown a clear occurrence of energy
transfer between two solitons propagating in a �ber, owing to interpulse Raman e�ects
[102, 103]. This has also been shown to signi�cantly a�ect collision dynamics. Raman-
induced energy transfer between two solitons of di�erent wavelengths has been shown to
play a key role in supercontinuum generation in optical �bers [98, 99]. Interpulse Raman
scattering has also been studied in the context of wavelength-division multiplexed optical
communication systems [93, 94]. More recently, this e�ect has been shown to underpin the
generation of the so-called "rogue" solitons with extreme red-shifts [91, 100, 101]. Most
of these studies involve two or more solitons at di�erent wavelengths traveling at di�erent
speeds within the �ber, which induces a collision between the pulses.

We will focus on the case of two temporally separated solitons of the same wavelength
propagating at the same speed inside a single-mode �ber. As we saw earlier, this case
was studied during the 1980s without including the Raman e�ect [78�88], and two solitons
were found to interact substantially only when they were close enough that their tails
overlapped signi�cantly. The question we ask is how the Raman e�ect in�uences the
Kerr-induced nonlinear interaction between the two solitons. We expect interpulse Raman
scattering to considerably modify the Kerr-induced interaction between the two solitons.
We will consider the case of two pulses with little temporal overlap so that the nonlinear
interaction depends solely on interpulse Raman scattering. For closely spaced pulses, the
interplay among four-wave mixing (FWM), RIFS, and interpulse Raman scattering should
modify the interaction behavior considerably from what has been known previously. Apart
from the mutual attraction and repulsion of the two solitons, we also expect to observe
energy transfer between them [102, 103], which can a�ect collision dynamics in the case of
two identical solitons.

To model this system, we use eq. (2.17). But since we are only looking at a �ber that
supports one mode, after following the normalization procedure shown in chapter 2, we
end up with the following equation

i
∂u

∂ξ
+

1

2

∂2u

∂τ2
= −N2 ×

(
u(ξ, τ)

∫ ∞
0

R(τ ′)|u(ξ, τ − τ ′)|2dτ ′
)
. (5.1)

Recalling from chapter 2, the Raman e�ects are included through the nonlinear response
function R(t) de�ned as

R(t) = (1− fR)δ(t) + fRhR(t), (5.2)
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where fR represents the fractional contribution of the delayed Raman response to the
nonlinear polarization and hR is the Raman response function related to vibrations of
silica molecules. We use its form given in Ref. [62]

hR(t) = (1− fb)HR(t) + fb[(2τb − t)/τ2
b ] exp(−t/τb), (5.3)

where fb = 0.21, τb ≈ 96fs, and HR(t) has the form

HR(t) =
τ2

1 + τ2
2

τ1τ2
2

exp
(
− t

τ2

)
sin
( t
τ1

)
, (5.4)

with τ1 = 12.2fs, τ2 = 32fs and fR = 0.245.
We solve Eq. (5.1) in the frequency-domain, using the fourth-order Runge Kutta

method in the Interaction Picture (RK4-IP) that was described in section 2.3.2, for dif-
ferent input conditions. To study soliton interaction, the input is in the form of two
temporally separated pulses that can di�er in phase and amplitude but have the same
wavelength. More speci�cally, we use

u(0, τ) = sech[τ + q0] + r sech[r(τ − q0)]eiθ. (5.5)

q0 = ∆t0/2T0 depends on the initial temporal separation ∆t0 between the two pulses, θ is
their relative phase di�erence, and r is the ratio of their amplitudes at ξ = 0. We choose
fR = 0.245 when we want to include the Raman term and set fR to 0 when want to look
at only the impact of Kerr nonlinearity. In all simulations we choose N = 1 so that each
pulse would propagate as a fundamental soliton in the absence of the other. Since we want
to study the impact of Raman scattering, we need to choose a shorter input pulse duration
than the T0 value of 1 ps that was used in chapter 4. Here we use T0 = 100 fs, a value
that corresponds to a full width at half maximum of 176 fs for sech-shape pulses.

5.2 Interaction of two in-phase solitons in SMFs

5.2.1 Numerical results

We begin by studying how the Raman e�ect qualitatively changes the nonlinear interaction
of two identical in-phase solitons (θ = 0 and r = 1) by turning the Raman term on and o�
through the parameter fR. We choose q0 = 3.5 or ∆t0 = 7T0 so that pulse tails overlap
to some extent. The top panel of Fig. 5.1 shows the evolution of two solitons over 100
LD in the absence of the Raman e�ect. As seen there, solitons attract each other through
the Kerr nonlinearity and collide periodically, the �rst collision occurring at a distance
of about 26 LD, where the spectrum also broadens considerably. After each collision, the
solitons cross over and start to move away from each other till the separation between
them equals their initial separation. This process keeps repeating. Indeed, we can see the
second collision occurring at a distance of 78 LD. This behavior is well known and has
been studied in detail [78�88]. We have previously shown this behavior in Fig. 4.1.

The bottom panel of Fig. 5.1 shows how this classical interaction behavior changes
when the Raman e�ects are included. As seen there, both solitons slow down as their
spectra red-shift because of the RIFS through intrapulse Raman scattering. Temporal
separation between the pulses decreases initially owing to the Kerr e�ect. The solitons
come very close to each other near ξ = 40, after which they begin to separate. This
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Fig. 5.1: Temporal and spectral evolution over 100 LD of two temporally separated pulses when
the Raman term is excluded (top row) or included (bottom row). The input parameters
used are q0 = 3.5, T0 = 100 fs, θ = 0 and r = 1. The color bar shows power on a dB
scale.

behavior is indicative of an out-of-phase collision [91] and occurs because the two solitons
acquire di�erent phase shifts as they propagate owing to the asymmetric nature of the
interpulse Raman interaction. The solitons never fully overlap at the point of collision
because of the destructive interference caused by the two out-of phase pulses. Moreover,
the trailing pulse becomes narrower and its RIFS increases considerably since it scales
with the local pulse width Ts as T

−4
s [1]. The origin of temporal narrowing is related to

the Raman-induced transfer of energy from the leading pulse to the trailing pulse, which
must reduce its width to maintain N = 1, as required for fundamental solitons. The net
result of energy transfer is that the two pulses begin to separate from each other owing
to the di�erent RIFS experienced by each pulse. A large RIFS is also apparent from
tilting of the spectrum in the last panel in Fig. 5.1. In Fig. 5.2, we quantify the extent of
interplay between the Raman and Kerr e�ects by plotting the temporal separation of two
pulses (top) and energy of each pulse (bottom) as a function of distance for the results
shown in Fig. 5.1. In this �gure, we clearly observe a net transfer of energy to the trailing
pulse after ξ = 25, but before that distance it is the leading pulse that has more energy
than the trailing pulse. To understand this strange behavior, we have to consider how the
temporal separation of two pulses changes from its initial value of 2q0 = 7. As seen in
Fig. 5.2, initially the two pulses move closer due to a Kerr-induced attractive force. At
the same time, the spectra of both pulses red-shift owing to the RIFS. Initially the Kerr
e�ect dominates, but the interpulse Raman e�ects take over beyond ξ = 20. In the region
between ξ = 25 to ξ = 40, there is a net energy transfer from the leading pulse to the
trailing one, which becomes narrower to remain a soliton and undergoes even more RIFS,
resulting in an increasing temporal separation of the two pulses. In short, there is an
initial phase of attraction between the pulses, followed by an out-of-phase collision, after
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Fig. 5.2: Separation (2q) between two pulses (top) and energy in each pulse (bottom) as a function
of distance ξ for the case shown in the bottom row of �g. 5.1. The dotted lines show
the corresponding plot when the Raman e�ect is not included (fR = 0). No net energy
transfer is observed in that case.

which the two pulses move away from each other owing to the energy transfer initiated
by interpulse Raman scattering. Once they start moving apart, the Kerr e�ect weakens
even more. The pulses eventually drift apart and stop interacting, with the trailing pulse
becoming narrower and more intense than the leading pulse.

To understand why there is a net transfer of power from the leading to the trailing
pulse, we need to consider the physics behind Raman scattering that leads to an asymmetry
between the pulses. Even though both pulses induce molecular vibrations in the medium,
the molecular vibrations induced by the leading pulse a�ect the trailing pulse much more
than the other way around. Thus, because of the delayed nature of the Raman e�ect,
some energy of the leading pulse used to excite molecular vibrations is transferred to the
trailing pulse through Raman ampli�cation. In a recent work, leading pulse a�ected the
trailing pulse through Raman-induced soliton interaction inside a gas-�lled �ber [97].

Since we expect that a similar mechanism is at play in silica �bers, we should be able
to see some Raman-induced interaction between the two input pulses that are separated
far enough that Kerr-induced attraction is negligible between them. Figure 5.3 shows the
temporal and spectral evolutions when the two pulses are initially separated by 16T0 (1.6 ps
for T0 = 0.1 ps) so that there is negligible overlap between them. The solitons still in�uence
each other, but this is limited to a Raman-induced perturbation that forces pulses to shed
some energy early on, after which they reshape to form Raman solitons whose spectra red-
shift continually. Both the intrapulse and interpulse Raman e�ects are at play here. The
asymmetric nature of the interpulse Raman interaction leads to slightly di�erent red-shifts
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Fig. 5.3: Temporal (left) and spectral (right) evolution of two widely separated solitons with q0 =
8. All other parameters remain the same as in �g. 5.1, bottom row. The color bar shows
power on a dB scale.

for the two pulses (resulting from the intrapulse Raman e�ect). Since the radiation is
emitted at di�erent frequencies, its interference produces the temporal fringe-pattern seen
in Fig. 5.3. The spectral fringes, on the other hand, result from beating of two temporally
separated solitons, which maintain their temporal separation as they propagate along the
�ber. Such long-range interactions can occur as long as temporal separation of the two
pulses is within the Raman response time (∼1 ps for silica �bers). Somewhat surprisingly,
we do not observe any energy transfer between the pulses for such interactions. As we
will see later, interpulse Raman scattering responsible for energy transfer requires some
temporal overlap between the pulses.

5.2.2 Some analytical insight

Two distinct nonlinear e�ects can lead to energy transfer among temporally separated
optical pulses. One of them is interpulse FWM (related to the Kerr nonlinearity) that
transfers energy from one pulse to its two neighboring pulses in a symmetric fashion. The
other is interpulse Raman scattering, a nonlinear process that is inherently asymmetric
because of its delayed nature. In this case, there is a net transfer of energy from the leading
pulse to the trailing pulses through the onset of molecular vibrations. The combined
e�ect of the two phenomena depends on the initial conditions. To understand how the
competing Raman and Kerr nonlinearities a�ect soliton interaction, we need to isolate
their contributions.

If we write the input �eld in the form u(0, τ) = u1(0, τ) + u2(0, τ), where u1 and u2

correspond to two temporally separated pulses, and substitute this form in Eq. (5.1), we
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get two coupled equations. The equation for u1 can be written as

i
∂u1

∂ξ
+

1

2

∂2u1

∂τ2
+ (1− fR)[|u1|2 + 2|u2|2]u1 = −(1− fR)u2

1u
∗
2

− fRu1

∫ ∞
0

(|u1|2 + |u2|2)hR(τ ′)dτ ′ − fRu2

∫ ∞
0

(u1u
∗
2 + u∗1u2)hR(τ ′)dτ ′. (5.6)

The three terms on the right side respectively correspond to interpulse FWM, RIFS, and
interpulse Raman scattering. There are also two nonlinear terms on the left side of eq. (5.6).
Some of these �ve terms cause nonlinear phase shifts while the others initiate an energy
transfer. To isolate the energy transfer terms, we look at the evolution of the pulse intensity
|u1|2 and obtain
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∗
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 . (5.7)

The �rst term on the right side is due to the Kerr e�ect and represents energy transfer
initiated by interpulse FWM. The second term is due to the Raman e�ect and represents
energy transfer initiated by interpulse Raman scattering. The evolution equation for |u2|2
can be found by interchanging u1 and u2 in eq. (5.7).

Equation (5.7) is quite useful for understanding the results shown in Figs. 5.1�5.3. The
right side of eq. (5.7) is 0 initially since both u1 and u2 are real at ξ = 0 for two in-
phase solitons. For the energy transfer to occur, there has to be a relative phase di�erence
between the two pulses. In the case of two in-phase pulses launched at the same frequency, a
change in the relative phase can be initiated by cross-phase modulation, Raman scattering,
or both.

Once a �nite relative phase is established between the two pulses, the interpulse Raman
term in eq. (5.7) leads to an asymmetric transfer of energy between the two pulses. The
asymmetry arises from the Raman response function hR(t), which has a long oscillatory
tail and produces a net transfer of energy from the leading pulse to the trailing pulse as the
two pulses propagate along the �ber. This energy transfer produces changes in the soliton
widths, which in turn leads to di�erent RIFS for each soliton. As a result, the solitons
begin to move away from each other. So, while interpulse FWM and the Raman e�ect both
can cause energy transfer between the solitons, it is the asymmetry of the Raman process
that eventually leads to increasing separation of the two pulses. It is important to note
that the RIFS term from eq. (5.6) does not show up in the equation for energy transfer
[eq. (5.7)]. The right-hand side of eq. (10) would remain 0 if there were no temporal overlap
between the pulses. Thus, temporal overlap between the pulses is a necessity for energy
transfer to occur, which explains the absence of any energy transfer in Fig. 5.3. On the
other hand, the RIFS term from eq. (5.6) would still survive, despite a lack of temporal
overlap between the pulses, owing to the long tail of the delayed Raman response function
(hR(t)). This term a�ects soliton dynamics for pulses that are widely separated in time.

If we consider the spectral domain, the Raman gain is known to be zero for zero
frequency shift. So when there is interpulse energy transfer because of the Raman e�ect,
one would expect energy to �ow from the blue edge of the leading soliton to the red edge of
the trailing soliton. We have veri�ed this numerically by plotting the output spectrum of
each pulse for the case shown in Fig. 5.1. The spectrum of each pulse was asymmetric such
that the blue and red sides were steeper for the leading and trailing pulses, respectively.
Such spectrally asymmetric energy transfer can result in an additional cross-frequency shift
for the two solitons [100].
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5.3 Impact of relative phase and amplitude

5.3.1 Relative phase di�erence

The results discussed so far consider two in-phase fundamental solitons. As we saw in
chapter 4, even in the absence of the Raman e�ect, an initial phase di�erence between
the two solitons leads to out-of-phase collisions that can lead to a di�erence in interaction
behavior. The inclusion of the Raman e�ect can cause the relative phase to change in
such a way that the interaction force on average is canceled out [96]. In this section, we
investigate numerically how the interaction of solitons, in the presence of Raman scattering,
is a�ected by their initial relative phases.

Fig. 5.4: Distance at which two pulses have smallest separation (solid) and the value of this sepa-
ration (dashed) as a function of the relative phase θ. The other parameters are q0 = 3.5
and r = 1. Raman e�ect is not included here (fR = 0).

To put the dependence of interaction on the initial relative phase into context, we
brie�y review the phase dependence of Kerr-induced interactions. As soon as a �nite
non-zero value of θ is introduced, the symmetry and periodicity seen in the top row of
Fig. 5.1 is broken. For values of θ between 0 and π/2, the two pulses undergo an initial
phase of attraction before they move away from each other. In the range θ = π/2 to π,
the pulses experience monotonic repulsion and begin to move away from each other right
away. We can quantify this behavior by plotting the distance at which the pulses come
closest to each other as a function of θ. This is shown in Fig. 5.4 where we also show the
smallest separation of pulses. When θ is between π/2 and π (or between −π and −π/2),
the smallest separation occurs at z = 0.

Figure 5.5 shows the same two quantities as in Fig. 5.4, but with the Raman term
included. A direct comparison of the two �gures reveals the drastic changes induced by
the Raman e�ect, the most noteworthy being that the behavior is not symmetric about
θ = 0. We still have a region of no attraction where pulses undergo monotonic repulsion,
but this region does not begin exactly at |θ| = π/2. In the region θ < |π/2|, the pulses
undergo an initial phase of attraction, before beginning to move away from each other.
However, the minimum pulse separation and the distance at which that occurs do not
follow any uniform pattern and even exhibit maxima and minima at speci�c values of θ.
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Fig. 5.5: Same as �g. 5.4, except that the Raman e�ect is included here.

In our opinion, this behavior is related to temporal oscillations in the Raman response
function hR(t). Figure 5.6 shows examples of the temporal evolution of the two pulses for
two speci�c values of θ = π/4 and θ = 3π/4. Notice the di�erent widths of two solitons in
the �rst case after a distance of 40 LD because of the transfer of energy from the leading
soliton to the trailing one. Energy transfer is less signi�cant in the second case where the
two solitons begin to separate from each other right away.

Fig. 5.6: Temporal evolution over 100 LD of two solitons with an initial relative phase of (a) θ =
π/4 and (b) θ = 3π/4. In both cases q0 = 3.5 and r = 1. The color bar shows power on
a dB scale.

We can use eq. (5.6) to gain some physical insight into the numerical results shown
in Figs. 5.4�5.6. If we assume that pulses are so wide that the dispersion terms can be
neglected (the continuous-wave approximation) and use uj =

√
Pje

iφj where Pj is related
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to the peak power (j = 1, 2), we obtain the following set of three coupled equations for
P1, P2, and θ = φ2 − φ1:

∂P1

∂ξ
= −2cfP1P2 sin(2θ)− 2fRP1P2 sin(2θ) (5.8a)

∂P2

∂ξ
= 2cfP1P2 sin(2θ) + 2fRP1P2 sin(2θ) (5.8b)

∂θ

∂ξ
= (P2 − P1) [cs − cx − cf cos(2θ)− 2fR cos(θ)] (5.8c)

where cs = 1 − fR, cx = 2(1 − fR), and cf = 1 − fR represent the relative contributions
of self-phase modulation, cross-phase modulation, and FWM terms respectively. These
equations show how the peak powers and the relative phase evolve with ξ. If these quan-
tities stop changing in the limit ξ →∞, a kind of steady state can be realized. It is easy
to see that this can occur only if P1 = P2 = P0 and θ = θm = mπ/2 at ξ = 0, where m
is an integer. The case of two equal-amplitude, in-phase solitons discussed in section 5.2
corresponds to the choice m = 0.

We perform a standard linear stability analysis (LSA) to check the stability of the
steady-state solutions. Assuming that small perturbations in phase grow with ξ as egξ,
the growth rate is found to be

g = 2P0

[
(2− fR)(−1)m(cs − cx − 2fR cos θm)− cf

]1/2
(5.9)

It turns out that for phase values that are multiples of π (m is an even integer), g is purely
imaginary. In other words, the relative phase between the two pulses remains constant on
propagation, if the initial value of θ is chosen to be −π, 0, or π. For other values of θ,
the relative phase oscillates about the closest multiple of π. The case of θ = ±π/2 is a
special case, since g is 0 at that point. So, if the initial value of θ is chosen to be π/2,
it will stay the same during propagation of pulses along the �ber. However, even a slight
perturbation would lead to θ oscillating about the next closest multiple of π. This is the
reason that we observe a sudden change in behavior near θ = ±π/2 in Figs. 5.4 and 5.5.
The term containing fR in eq. (12) is responsible for qualitative di�erences that appear
when the Raman term is included.

We also look at how the interpulse energy transfer discussed in section 5.2 for θ = 0
changes for nonzero values of θ. Figure 5.7 shows the fraction of energy transferred to
the trailing pulse as a function of θ. An interesting feature seen here is that even when
the Raman term is not included, we observe some energy transfer between the pulses,
but which pulse transfers the energy depends on whether θ is positive or negative. This
Kerr-induced energy transfer has not been noticed in earlier studies. The energy transfer
indicates that two closely spaced solitons with a nonzero value of θ do not represent an
exact two-soliton solution of the NLS equation. Indeed, the well-known two-soliton solution
cannot be reduced to the form of our initial conditions at any distance over one period.
The physical reason of energy transfer is related to interpulse FWM. Equation (5.7) in
the limit of fR → 0 (no Raman) shows that the term on the right side is not zero when
the two solitons have a relative phase di�erence. It takes a positive value for one soliton,
and a negative value for the other, indicating a net energy transfer. We observed this
Kerr-mediated energy transfer in the case of intermodal soliton interaction as well, that
was discussed in detail in chapter 4.

The inclusion of the Raman term adds asymmetry to the energy transfer mechanism
in the sense that the trailing pulse ends up getting more energy for almost any value of
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Fig. 5.7: Fraction of energy transferred to the trailing pulse as a function of relative phase θ. The
solid curve is for the case when the Raman term is included. The other parameters are
q0 = 3.5 and r = 1. A positive value indicates that the trailing pulse gains energy.

θ that we choose. The amount of energy transferred is also much larger compared to the
Kerr case. The oscillatory nature of energy transfer is again related to the form of the
Raman response function for silica glass.

5.3.2 Relative amplitude di�erence

Here, we consider the case of two in-phase solitons with di�erent amplitudes by choosing
θ = 0 and r 6= 1 in eq. (5.1). If the Raman term is not included (fR = 0), it is known that
solitons become resistant to both attractive and repulsive forces when r 6= 1. This was
discussed in chapter 4. In other words, spacing between the two solitons oscillates as they
propagate along the �ber such that they maintain the initial temporal separation between
them on average.

The inclusion of the Raman term once again introduces asymmetry to this scenario
in the sense that dramatically di�erent behavior occurs depending on whether r > 1
or < 1. Figure 5.8 shows the two cases by choosing r = 0.9 and r = 1.1 along with
the spectrograms at a distance of 60 LD (bottom row). A relative di�erence in the peak
powers of two solitons causes them to have di�erent widths, which causes them to red-shift
through RIFS by di�erent amounts, and thus travel at di�erent speeds along the �ber. If
the trailing pulse has a higher peak power (r > 1), it experiences a stronger red shift, and
the temporal separation increases monotonically between the two pulses. In contrast, if
the leading pulse has a higher peak power (r < 1), it catches up with the trailing pulse
after propagating a certain distance. At this point the pulses appear to cross each other
before separating. Closer inspection reveals that, in fact, the two pulses never completely
overlap, indicating an out-of-phase collision. As soon as the leading pulse approaches the
trailing pulse, they begin to exchange energy through interpulse Raman scattering. As a
result, the trailing pulse becomes more energetic and begins to move away from the other
one.

The temporal fringes seen in Fig. 5.8 correspond to the dispersive waves created when
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Fig. 5.8: (Top row) Temporal evolution over 100 LD of two in-phase solitons with di�erent ampli-
tudes (left) r = 0.9 and (right) r = 1.1. In both cases, q0 = 3.5 and θ = 0. (Bottom row)
Spectrograms at a distance of 60 LD for the two cases in the top row that show di�er-
ent red shifts for individual solitons. Temporal fringes are caused by a small frequency
di�erence between the two dispersive waves shed by a soliton.

solitons shed some energy as they are perturbed by the Raman e�ect. This dispersive
radiation appears to form a fringe pattern whose origin can be understood as follows. As
each pulse is perturbed by the other pulse, it sheds some energy in the form of a dispersive
wave. But since the pulses have red-shifted by di�erent amounts (owing to di�erent initial
peak powers), the excess energy shed from each pulse is at slightly di�erent frequencies,
leading to interference between the radiation emitted by each pulse and creating a fringe
pattern seen in Fig. 5.8. This behavior has been observed in an experiment where soliton
collisions were found to create dispersive waves [105].

5.4 Impact of Raman scattering on intermodal soliton inter-

action

Finally, we study interaction between solitons propagating in distinct, degenerate modes
of a multimode �ber. This case has been studied in detail in chapter 4, but without
including the e�ect of Raman scattering. The numerical simulations are performed using
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the same �ber parameters used to generate Fig. 4.2, but the input pulse is now shortened
to T0 = 100 fs, to ensure signi�cant contribution from Raman scattering. We then solve
eq. (2.17) with fR = 0.245 and normalize the parameters A(z, t), z and t to u(ξ, τ), ξ and
τ respectively, as described in chapter 2.

Fig. 5.9: Interaction of two temporally separated solitons launched in degenerate modes with Ra-
man term included (fR = 0.245). (Left) Evolution of power in individual modes (Right)
Sum of power in both modes. The color bar shows optical power on a linear scale.

Figure 5.9 shows two-soliton intermodal interaction with Raman scattering included.
We observe behavior that is quite di�erent from the Kerr-mediated two-soliton intermodal
interaction seen in chapter 4. Just as we saw in Fig 4.2, initially the two pulses appear
to undergo a phase of attraction. Simultaneously, intermodal FWM also transfers some
power between the modes. But as the pulses propagate along the �ber, the Raman e�ect
starts to dominate and we begin to see a net transfer of power from the leading to the
trailing pulse. The occurrence of this phenomenon was explained in detail in section 5.2.

Just as we had found that the evolution of total power in the two modes (Fig. 4.2)
appeared to be qualitatively similar to the SMF case (Fig. 4.1), the same conclusion can
be drawn when Raman scattering is included (compare qualitative behavior of bottom
panel of Fig. 5.1 with the right-most panel in Fig. 5.9). But a mode-resolved picture
shows us that most of the power is eventually transfered to the trailing pulse, which after
the �rst out-of-phase collision, happens to be in the LP11b mode for the case shown in
Fig. 5.9. So while equal energy solitons were launched simultaneously in each �ber mode,
we end up with most of the input energy in one mode after propagating 70 LD, owing to
the asymmetry introduced by Raman scattering. The mode in which most of the energy
eventually is con�ned depends on the input conditions.

Conclusions

In this chapter, we have studied in considerable detail the e�ect of Raman scattering on
the nonlinear interaction of two temporally separated pulses with identical spectra that
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propagate inside a single-mode �ber as fundamental solitons. We distinguish carefully
between the intrapulse and interpulse Raman e�ects. The former produces spectral red
shifts of each pulse, while the latter can lead to energy transfer between the two pulses in
addition to spectral red shifts.

We �rst considered the special case of two identical in-phase solitons. The interplay
between the Kerr e�ect and the delayed Raman response changes considerably the known
behavior caused by the Kerr nonlinearity. Our results show that, even though the two
solitons still experience some attraction initially, they undergo an out-of phase collision
before beginning to separate from each other because of the Raman-induced spectral red
shifts that change the relative speed of two pulses inside the dispersive nonlinear medium.
Moreover, the delayed nature of the Raman response leads to considerable transfer of
energy from the leading pulse to the trailing pulse through the interpulse Raman interaction
between the two solitons. As a result of this energy transfer, the trailing soliton becomes
narrower compared to the leading one and its spectrum is red shifted further because of
intrapulse Raman scattering. The net result is that the two solitons that were identical in
all respects initially develop di�erent spectra, widths, and peak powers as they propagate
inside an optical �ber.

We also investigated how di�erent amplitudes or phases of the two solitons a�ect the
interaction scenario in the presence of the Raman e�ect. In the case of di�erent input
phases, the soliton interaction depends considerably on the precise value of the initial
phase di�erence between the two input pulses. We studied the minimum spacing between
the solitons and the distance at which that occurs as a function of the relative phase shift
and compared the interaction behavior with and without including the Raman e�ects.
The fraction of energy transferred from the leading pulse to the trailing pulse also depends
considerably on the precise value of the relative phase shift and this fraction can exceed
40% for some speci�c values of this parameter. A new feature that remained unnoticed
in the past studies is that energy transfer between the two solitons can occur even when
solitons interact only through the Kerr nonlinearity, if their relative phase is �nite initially.
However, the fraction of energy transferred is typically below 10%. Moreover, the net
energy transfer is from the trailing pulse to the leading pulse for negative values of this
relative phase, a situation that never occurs when the Raman e�ects are included.

In the case of di�erent-amplitude solitons, we found considerably di�erent behavior
depending on whether the leading pulse or the trailing pulse has a higher amplitude initially
owing to the asymmetry caused by the Raman e�ect. When optical pulses propagate as
solitons, the soliton with a higher amplitude is also narrower. As a result, its red-shift
through intrapulse Raman scattering is enhanced and it moves slower compared to the
soliton with a smaller amplitude. The extent of energy transfer also depends on whether
the leading soliton has a higher or smaller amplitude compared to the trailing one.

It should be evident from our results that both the intrapulse and interpulse Raman
e�ects play a critical role in the nonlinear interaction of two temporally separated solitons.
For pulses shorter than a few picoseconds, these e�ects cannot be ignored and should be
considered in any study where two or more temporally separated short optical pulses are
transmitted through a nonlinear dispersive medium.

Finally, we brie�y overview the impact that Raman scattering can have on intermodal
soliton interaction, by comparing it to the results from chapter 4. What we �nd is that
Raman interaction eventually leads to a net transfer of energy from the leading to the
trailing pulse, and most of this energy ends up in one of the modes. In fact, similar to
what was observed in chapter 4, the evolution of total energy in the �ber shows similar
qualitative behavior to the SMF case.
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Chapter 6

Spectral compression and broadening in MMFs

In chapters 2�5, we studied in detail several soliton e�ects inside an optical �ber. In this
chapter, we focus on how the spectrum of an optical pulse is modi�ed when that pulse
is launched into a few-mode �ber. The interplay between nonlinearity and dispersion has
been used to realize several interesting spectral e�ects like creation of new frequencies and
parametric ampli�cation through four-wave mixing (FWM) [1], supercontinuum generation
(SCG) [106] and frequency comb [107] sources etc. Several of these sources have played
a major role in the advancement of �elds like optical communications, spectroscopy and
biomedical optics.

The spectral evolution of an optical pulse in a �ber changes considerably depending on
whether the pulse is launched in the normal or anomalous dispersion regime. To generate
supercontinuum, optimal spectral broadening is usually realized by using a short, high
energy pump pulse in the anomalous dispersion region of a photonic crystal �ber (PCF).
Pumping in the normal dispersion region has also been proposed to generate a supercon-
tinuum with higher coherence [108�112]. In the last decade, there have been reports on
SCG in multimode �bers as well [22, 113, 114]. While intermodal nonlinear coupling in
MMFs increases the complexity of the system, it also provides novel nonlinear pathways
for generation of new frequencies. One such e�ect that has recently been investigated
in graded-index MMFs is the creation of discreetly spaced sidebands due to geometric
parametric instability [42, 115]. The underlying motivation in most of these studies is
to optimize the �ber and pump parameters to facilitate multiple nonlinear e�ects whose
cumulative e�ect would lead to generation of a broad or selective spectral output.

In the study of nonlinear �ber optics, several nonlinear e�ects are commonly associ-
ated with the creation of new spectral components. But there exist certain applications
where spectral compression is desired. There have been studies showing nonlinear spec-
tral compression in optical �bers, notably using the e�ect of self-phase modulation (SPM)
on negatively chirped pulses [116, 117]. Recently, Turitsyn et al demonstrated a unique
nonlinear mechanism in normal disperion �bers, which they call inverse four-wave mix-
ing, that leads to creation of frequency components near the central part of the spectrum
at the expense of the frequency components in the wings of the spectrum [118]. Such a
self-action e�ect in a single-mode �ber (SMF) usually requires precise input and phase-
matching conditions. In a MMF, intermodal four-wave mixing (FWM) can provide many
more pathways for phase-matching. Selectively exciting spectral components in one mode
can lead to creation or suppression of select spectral components in another mode. Un-
derstanding this mechanism may be useful for observing new e�ects by suitably designing
a �ber's dispersion pro�le and it's nonlinearity.

In this chapter, we numerically analyze spectral compression occurring in the normal
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dispersion region of a few-mode �ber. While this e�ect does not lead to the suppression
of the SPM induced broadening, it does lead to spectral cleanup of the wings due to
intermodal FWM. We discuss this phenomenon in section 6.1. In section 6.2, we present
the experimental results of spectral broadening that occurs when a short, intense pulse
is launched in the anomalous dispersion region of a few-mode PCF. Finally, the e�ects
studied in this chapter are summarized.

6.1 Suppression of spectral broadening in normal dispersion

few-mode �bers

To understand the intermodal nonlinear mechanisms involved in a multimode �ber, we
consider a �ber that supports just the �rst two spatial modes in the weakly-guiding ap-
proximation. To numerically simulate such a �ber, we use the simple case of a standard
telecom �ber (Corning SMF-28) and assume the pump to be a secant-hyperbolic pulse with
T0 = 100 fs (full-width at half maxima of 176 fs) centered at 1054 nm. A core diameter
of 8.2 µm and numerical aperture (NA) of 0.14 is used to calculate the �ber parameters.
At this wavelength, the �ber has a V-number of 3.4 and can support the �rst two spatial
modes (LP01 and LP11). Similar to the few-mode �ber considered in the previous chap-
ters, if we include the degeneracy of the LP11 mode and account for the two orthogonally
polarized components of each mode, we end up with a total of six modes that this �ber
can support at this wavelength. However, we will be pumping only in the x-polarized
components of the LP01 and the LP11a modes and hence only two modes are shown in the
�gures that follow.

We solve eq. (2.20) using the fourth-order Runge-Kutta method in the interaction
picture that was explained in section 2.3.2. Despite the higher losses in SMF-28 at an
input wavelength of 1054 nm, we can safely ignore it for the short propagation distances
that we simulate here. For the sake of simplicity, we still persist with the "soliton-units",
despite pumping in the normal dispersion region where solitons are not expected.

Figure 6.1 shows the two normalized dispersion parameters corresponding to the inverse
group-velocity (d1p) and group-velocity dispersion (d2p), for the p

th mode. As we can see
from the �gure, a light pulse at 1054 nm would experience normal dispersion in both the
modes supported by the �ber. It is important to note that for frequencies reds�hted by
more than 80 THz (which corresponds to wavelengths greater than 1460 nm), the higher-
order mode (LP11) is no longer supported by the �ber.

As noted earlier, there are many nonlinear e�ects which can contribute to spectral
broadening of an optical pulse propagating through a nonlinear medium. In the normal
dispersion region of a �ber, if we do not include the Raman e�ect, the major contribution
to spectral broadening is due to SPM. In the case of higher pump powers, wave-breaking
leads to the creation of additional spectral sidebands. In the study of SCG in normal
dispersion �bers, FWM sidebands which are seeded by the SPM broadened wings of the
spectrum have also been observed [109], which contribute to further broadening of the
spectra.

In Figure 6.2(a), we show the case when a secant-hyperbolic pump pulse centered at
1054 nm with T0 = 100 fs and N = 8 is launched into the fundamental (LP01) mode of
the �ber. As we can see, after propagating for 0.4LD, which corresponds to 24 cm of �ber,
the spectrum has broadened considerably compared to the input pulse. The low-power
spectral components beginning to come up beyond 50 THz on both the red and blue sides
are the FWM sidebands. We veri�ed that the new spectral components that are created
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(a) (b)

Fig. 6.1: (a) Normalized di�erential group delay parameter (d1p) and (b) Normalized group velocity
dispersion (d2p) as a function of frequency. The red curve corresponds to the LP01 mode
and the blue curve corresponds to the LP11 mode. The dotted line indicates higher-order
mode cuto�, which means that the LP11 mode does not exist in the region to the left of
the dotted line.

(a) (b)

Fig. 6.2: Spectal intensity after propagating for 0.4LD along the �ber with the following input
conditions (a) Input pulse with N=8 and T0 = 100 fs launched in the LP01 mode and (b)
Same pulse in LP01 and a pulse with the same width but 40% of the peak power in the
LP11 mode. The red curve corresponds to the LP01 mode and the blue curve corresponds
to the LP11 mode. The dashed curve shows the input pulse launched in the fundamental
mode.

are not because of GPI, which requires beating between modes, by simulating single-mode
propagation.

But we notice interesting behavior when we start launching some light into the higher-
order mode along with the same input pulse in the fundamental mode as in Fig. 6.1(a).
In the case that we show here [Fig. 6.2(b)], the input pulse launched in the higher-order
mode is also a secant-hyperbolic pulse centered at 1054 nm with T0 = 100 fs, but with a
peak-power value that is 40% of what is coupled into the fundamental mode. What we can
see clearly from the �gure is that the presence of energy in the LP11 mode has suppressed
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the spectral wings that were observed in Fig. 6.1(a). This e�ect is further highlighted
in Fig. 6.3 which shows the spectrogram of the fundamental mode after propagating a
distance of 0.4LD for the two cases shown in Fig. 6.2.

(a) (b)

Fig. 6.3: Spectrograms of the fundamental mode after 0.4LD with the same initial conditions as
in Fig. 6.2(a) and (b) respectively. The colorbar shows intensity on a dB scale.

There are several important points to note here. First, as we noted earlier, the higher-
order mode is not supported for frequencies that are more than 80 THz below the central
frequency. This means that, in order to observe this e�ect for the �ber under consideration,
we need to work with parameters which do not lead to signi�cant broadening beyond
80 THz on the red side. Second, we observe this e�ect only in the normal-dispersion
region of the �ber. As we can see from Fig. 6.1(b), the fundamental mode has a zero-
dispersion wavelength (ZDW) around 1290 nm, which corresponds to a shift of -51 THz
from the central frequency. So the component of the fundamental mode that is broadened
beyond the ZDW will see anomalous dispersion. This also a�ects the suppression. We
performed an unphysical simulation where we chose a �xed value of dispersion parameters
across the entire spectral window to be a constant equal to their value at the central
frequency (d1p(ω) = d1p(ω0), d2p(ω) = d2p(ω0)). This forces both the modes to have
normal dispersion across the entire spectral window. We can clearly observe the side-
bands beginning to form and then getting suppressed because of the intermodal processes
seeded by the higher-order mode. Another important question that arises pertains to
the amount of energy required in the higher-order mode to suppress the spectrum in the
fundamental mode. Indeed, we performed many simulations and observed suppression till
we reduced the peak power coupled into the higher-order mode to 20 dB below the peak
power in the fundamental mode. We discuss the physics behind this phenomena in the
following subsection.

6.1.1 Discussion

If we expand all the nonlinear coupling terms in eq. (2.20) and write the equations for the
LP01 and LP11 modes separately, we get the following equations:

∂u1

∂ξ
+ d11

∂u1

∂τ
+ i

d21

2

∂2u1

∂τ2
= iN2 ×

[
f1111|u1|2u1 + (f2211 + f2121)|u2|2u2 + f1221u

2
2u
∗
1

]
,

(6.1a)
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(6.1b)
Since we have neglected the Raman and shock e�ects, the nonlinear terms on the right-

hand side of these equations can be grouped into three main physical e�ects: SPM, cross-
phase modulation (XPM) and intermodal FWM. To understand the origin of this spectral
suppression phenomenon, we simulate arti�cial cases where the terms corresponding to
either the XPM, IM-FWM or both have been turned o�. We do that by setting the
corresponding coupling coe�cients to zero. Figure 6.4 shows the three simulated cases.
As one would expect, the XPM term leads to further broadening of a weak pulse in the
higher-order mode than it would normally broaden in the absence of the strong pulse in the
fundamental mode. This e�ect is apparent when we compare Fig. 6.4(a) with Fig. 6.4(c).
But, as this comparison shows, XPM induced nonlinear coupling does not lead to any
spectral compression. Instead, when we compare Fig. 6.4(b) with Fig. 6.4(c), it becomes
clear that the IM-FWM term is the one responsible for spectral compression. This means
that IM-FWM is able to transfer power from the wings of the total spectrum towards the
central part.

(a) (b) (c)

Fig. 6.4: Spectral intensity after propagating for 0.4LD along the �ber for the same initial condi-
tions as in �g.6.2(b), but with (a) XPM term removed, (b) IM-FWM term removed and
(c) both XPM and IM-FWM terms removed from the numerical model. The red and blue
curve correspond to the LP01 and LP11 modes respectively and the dotted curve shows
the input in the fundamental mode.

When we look at the total spectrum, this e�ect bears some resemblance to the inverse
FWM e�ect that has been observed in normal dispersion SMFs, which causes spectral
narrowing because of the components towards the edge of the spectrum transferring power
to the central part of the spectrum [118]. We do not observe that e�ect for single mode
propagation in our case, because of the low power levels and dispersion pro�le that we
use. But the inclusion of another mode opens up new nonlinear pathways that lead to
this e�ect. Figure 6.5 shows a simple example of such a pathway. We use a continuous-
wave (cw) input to demonstrate the type of processes that can take place in this bimodal
system. In Fig. 6.5(a), two quasi-monochromatic pump beams separated by 80 THz are
launched into the fundamental mode of the �ber. They interact with each other to generate
Stokes and anti-Stokes bands, but notice that no power is transfered in the spectral region
between the two pumps. In Fig. 6.5(b), we simultaneously launch a pump in the higher-
order mode which is o�-centered by 10 THz on the red side, along with the two pumps
from Fig. 6.5(a). As the �gure shows, the IM-FWM processes can lead to transfer of power
into the spectral region between the two pumps in the fundamental mode, which means
that the addition of the pump in another mode can lead to gain in the region between
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the two pumps in the fundamental mode. One of the possible transition responsible for
this: ω01

p1 + ω11
p2 = ω01

s + ω11
i , is shown in Fig. 6.5(b). Here p1, p2, s and i subscripts

correspond to pump1, pump2, signal and idler respectively. It should be noted that this
is just a qualitative argument and does not account for many other nonlinear e�ects that
would simultaneously occur in the case of a pulsed input. The generated signal peaks can
be further ampli�ed compared to the idlers by the presence of energy in the central region
in the pulsed case. Also, the assumption of temporal overlap that is implied in the cw case
would not always hold true as di�erent spectral components of a pulsed input might not
overlap in time and thereby not interact.

(a) (b)

Fig. 6.5: Two quasi-monochromatic CW pumps separated by 80 THz launched in the fundamen-
tal mode of the �ber with (a) No input in the higher-order mode and (b) a quasi-
monochromatic CW pump at -10 THz simultaneously launched in the higher-order mode.
The arrows shows one of the IM-FWM transitions that can lead to transfer of power to-
wards the central part of the spectrum in the fundamental mode. The red and blue curve
correspond to the LP01 and LP11 modes respectively.

6.2 Experimental results of nonlinear spectral broadening

As we saw in the introduction to this chapter, extreme spectral broadening, commonly
referred to as supercontinuum generation (SCG), is usually achieved by pumping a highly
nonlinear �ber in the anomalous dispersion regime. Here, we will take a look at some
preliminary experimental results of spectral broadening.

The �ber that we use is a photonic crystal �ber (PCF) (NL-1050-ZERO-2 from NKT
Photonics) with a nonlinear coe�cient γ of ∼37 (W-km)−1 at a wavelength of 1064 nm.
This �ber has a core diameter of 2.3 ± 0.3 µm and a numerical aperture of ∼0.37. The
dispersion pro�le and attenuation for this �ber are shown below in Fig. 6.6. As we can
see, the �ber has two zero-dispersion wavelengths that are located around 1025 nm and
1075 nm. We use 7.3 m of this �ber, although it should be noted that spectral broadening
is expected to occur within a very short distance of pulse propagation.

We launch input pulses in this �ber using a mode-locked ytterbium laser that is pumped
at 980 nm. This laser emits 150 fs wide pulses with average power of 100 mW and
repetition rate of 38 MHz. The wavelength is centered at 1054 nm. At this wavelength,
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(a) (b)

Fig. 6.6: (a) Dispersion and (b) attenuation pro�le for the photonic crystal �ber used in the exper-
iment. The plots are taken from the catalog from NKT Photonics (NL-1050-ZERO-2).

the �ber has a normalized frequency parameter of V = 2.53, so it supports the �rst two
mode-groups (LP01 and LP11). Hence, intermodal nonlinear e�ects can also aid in the
process of spectral broadening. As we can see from Fig. 6.6, the input wavelength lies in
the anomalous dispersion region between the two zero-dispersion wavelengths.

Fig. 6.7: Schematic of the experimental setup for studying spectral broadening in a photonic crystal
�ber. Pulses generated from the mode-locked laser are coupled into the �ber under test
(FUT) using the two mirrors M1 and M2 and a microscope objective.

A schematic of the experimental setup is shown in Fig. 6.7. As seen in the �gure, we
use two mirrors (M1 and M2) to send the input pulse on to a microscope objective. This
objective is mounted on a 3-axis stage and used to couple the laser beam in to the PCF.
The objective used here has a numerical aperture of 0.3. We can qualitatively vary how
much light couples into which mode by controlling the angle of launch using mirrors M1
and M2. We can measure the power, spectrum and spatial pro�le of the light that comes
out of this �ber using a power meter, optical spectrum analyzer (Yokogawa AQ6370D) and
a laser beam pro�ler (Newport LBP2-HR-VIS) respectively.

Figure 6.8 shows the spectral and spatial output for three di�erent instances of cou-
pling light into the �ber. While this data needs to be further analyzed, there are several
interesting things that we can immediately notice. We are able to get a broad, �at-top
supercontinuum owing to the interplay of nonlinearity and dispersion. As one would ex-
pect, we observe more spectral broadening as the amount of power coupled into the �ber
increases. However, it is interesting to note that there is no marked di�erence in spec-
tral broadening behavior even when the spectrum crosses over into the normal dispersion
region (<1025 nm and >1075 nm). We notice more energy on the red side of the input
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(a)

(b)

(c)

Fig. 6.8: Spectral and spatial output (top right) for di�erent conditions of coupling into a photonic
crystal �ber that supports the �rst two spatial mode groups. The average power at the
�ber output for each case is (a) 0.43 mW (b) 4.16 mW (c) 10.16 mW. The �ber used here
is 7.3 m long. The input is a laser pulse centered at 1054 nm and 150 fs long with an
average power of 100 mW and repetition rate of 38 MHz.

wavelength (1054 nm), potentially owing to Raman e�ect.
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Figure 6.8 also shows the spatial pro�le at the output of the �ber. As we can see
from the �gure, the output spatial pro�le is not always gaussian-like, and this asymmetry
con�rms that energy can be present in both modes that are supported by the �ber. Hence,
intermodal nonlinearity can play a role in spectral broadening. Here, we do not have
precise control over which mode of the �ber we are coupling light into, since that would
require manipulating the phase of the input pulse using a spatial light modulator (SLM)
or a phase plate. But varying the angle at which the laser is launched into the �ber, we
can observe that we are indeed changing how much power gets coupled into each mode.
It should be mentioned here that the spatial content at the output is likely to be di�erent
from that at the input, since nonlinearity can lead to power transfer between the modes.
Finally, as we increase the power that gets coupled into the �ber, we start to notice a weak
pulse-like artifact near the red-edge of the supercontinuum. We have observed that this
spectral pulse red-shifts and becomes more energetic as the power coupled into the �ber
is increased. This is an interesting phenomenon and requires further investigation.

Conclusion

In this chapter, we looked at some interesting spectral e�ects that occur due to nonlinearity
in few-mode optical �bers. We �rst studied a phenomenon that led to suppression of
spectral broadening, an e�ect similar to inverse FWM [118], in normal dispersion few-
mode �bers. We found that the presence of energy in a higher-order mode could lead to
suppression of spectral broadening in the fundamental mode. Further simulations revealed
that this e�ect was due to intermodal FWM.

We also looked at some experimental results of supercontinuum generation in a PCF
that supports the �rst two mode-groups. Using a 150 fs, 100 mW average power pulse and
varying its coupling e�ciency and angle of launch into a PCF, we were able to observe
a �at-top supercontinuum. Additionally, we also noticed other artifacts like more energy
on the red side of the spectrum and a weak pulse-like spectral artifact on the red edge
of the spectrum. The experimental data appears to show rich intermodal and intramodal
nonlinear behavior and requires careful consideration in the future.
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Chapter 7

Nonlinear propagation equations with random linear

mode coupling

The modes of an ideal �ber can be coupled through nonlinear e�ects, as we have seen in the
previous chapters, but they do not exhibit any linear coupling. However, in practice, there
always exists some linear coupling between di�erent spatial modes of the �ber. Such linear
coupling is random and generally distributed over the entire length of the �ber. Random
linear coupling can occur owing to material issues and waveguide imperfections. This
poses a major challenge in understanding light propagation in a space-division multiplexing
(SDM) system. From a system point-of-view, random mode coupling may require complex
equalization at the receiver. However, it has also been shown that, under certain conditions,
linear mode coupling may actually reduce the impact of nonlinear e�ects and therefore
improve system performance [30, 31, 33, 119, 120].

Theoretically, including the impact of random linear mode coupling (RLMC) on pulses
propagating inside multimode �bers is not trivial since RLMC can occur due to a variety of
sources including microbending, density �uctuations, and random variations in the shape
and size of the �ber core. Di�erent models have been proposed to account for speci�c
impairments [121�128]. Modeling nonlinear transmission with the RLMC e�ects usually is
numerically time consuming, since it requires a large number of realizations of stochastic
random coupling. In practice, it is important to �nd averaged equations that can model
the e�ects of RLMC in an e�cient manner. Such averaging can reduce computational time
by orders of magnitude. The averaged equations are referred to as Manakov equations,
after a similar treatment used to average random birefringence �uctuations in single-mode
�bers [129, 130].

In the case of MMFs, Manakov equations have been derived in two limiting cases: (i)
when all modes in the �ber are strongly coupled and (ii) when only groups of degenerate
modes are coupled but there is no inter-group coupling. But certain MMFs can exhibit
RLMC levels that fall between these two extreme regimes. Moreover, there is no de�nite
criteria to quantify the regime of RLMC that we are operating in.

In this chapter, we build a theoretical framework that will be used to derive general
averaged Manakov equations applicable to all regimes of RLMC. In section 7.1, we derive
the coupled nonlinear Schrödinger (NLS) equations including the RLMC term and intro-
duce the concept of a transfer matrix that we will use to characterize the impact of RLMC.
In section 7.2, we look at several numerical considerations associated with computing the
transfer matrix. Finally, in section 7.3, we derive the general averaged Mankov equations
that can be used for all regimes of RLMC.
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7.1 Model for RLMC

We considered a detailed derivation of the coupled NLS equations in section 2.1. However,
that derivation did not include random linear mode coupling (RLMC). Here, we discuss
how to include RLMC in the derivation of the coupled NLS.

We start with the nonlinear Helmholtz equations [1]

∇2Ẽ + ε(x, y, z)k2
0Ẽ = −ω2µ0P̃

NL (7.1)

where Ẽ(x, y, z, ω) is the Fourier transform of the electric �eld, P̃NL is the third-order
nonlinear polarization, ε(x, y, z) is the dielectric constant and µ0 is the permeability of
free-space. We include RLMC through random �uctuations in the refractive index of the
material. To account for random refractive index �uctuations, we assume [131]

ε(x, y, z) = n2(x, y) + ∆ε(x, y, z), (7.2)

where ∆ε(x, y, z) is a random variable in three dimensions. We also assume that |∆ε| � n2
0

at every spatial point so that index �uctuations can be treated in a perturbative manner.
To solve eq. (7.1), we expand Ẽ(x, y, z, ω) in terms of the �ber modes supported by

a multimode �ber in the absence of index �uctuations, similar to the treatment used in
section 2.1. However, we now write it in a vector form. The resulting coupled equations
can be written as:

Ẽ(x, y, z, ω) = F(x, y) ◦ Ã(z, ω) ◦ eıβ(ω)z ◦ 1

N
, (7.3)

where Ẽ, F, Ã and β are column vectors of length N=2M for a �ber which supports M
spatial modes and ◦ denotes a Hadamard (entrywise) product. The N modes are arranged
as follows: Ẽ = [Ẽ1, Ẽ2, Ẽ3, . . . Ẽk . . . ẼN−1, ẼN ]T = [Ẽ1x, Ẽ1y, Ẽ2x, Ẽ2y . . . ẼMx, ẼMy]

T,
where T denotes the transpose operation. The other vectors are arranged in a similar
order. Ãk(z, ω) is the spectrum of the slowly varying envelope of the kth mode of the �ber,
βk(ω) is the propagation constant of the kth mode and Fk(x, y) is the transverse �eld
distribution of the kth mode, which is obtained by solving the linear Helmholtz equation

∇2Fk(x, y) + [n2(x, y)ω2/c2 − β2
k]Fk(x, y) = 0. (7.4)

The normalization constant Nk is chosen such that |Ak(z, t)|2 represents optical power in
watts. The subscript k can take any value from 1 to N. The normalization and orthogo-
nality relations for Fk(x, y) are given by∫∫

|Fp(x, y)|2dx dy = 1,

∫∫
F ∗p (x, y)Fm(x, y)dx dy = δpm. (7.5)

respectively.
Now, we can follow a standard procedure outlined in section 2.2 to obtain the time-

domain nonlinear propagation equation that is satis�ed by Ak(z, t). But in this case,
owing to intermodal nonlinear coupling and RLMC introduced by ∆ε(x, y, z), it is useful
to represent this entire set of N time-domain coupled nonlinear equations in a matrix form.
For this purpose, we use the column vector A(z, t), which is the inverse Fourier transform
of Ã(z, ω), containing the temporal pulse envelope of all modes. We also denote by B0,
B1, B2 the N × N diagonal matrices containing respectively the propagation constant
(β0), inverse group velocity (β1) and dispersion parameter (β2) of various modes along
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their diagonal. The master nonlinear propagation equation, governing the evolution of all
modes, can then be written in the form [33, 132]

∂A

∂z
+ δB1

∂A

∂t
+
ıB2

2

∂2A

∂t2
= ıδB0A + ıQ(z)A

+
ıγ

3

∫∫ [
2(AHG(1)A)G(1)A + (ATG(2)A)G(2)∗A∗

]
dx dy, (7.6)

where δB0 = B0 − β0r and δB1 = B1 − 1/vgr are de�ned by using propagation constant
β0r and group velocity 1/vgr as reference values (taken to be those of the fundamental
mode here). The nonlinear parameter, γ, is also de�ned using the e�ective index neff and
the e�ective area Aeff of the fundamental mode. The superscript H in eq. (7.6) denotes
Hermitian conjugate. Separating two distinct polarization states associated with each
spatial mode (N = 2M) allows us to include random birefringence of the �ber in eq. (7.6)
through the matrices δB0 and δB1.

In eq. (7.6), the e�ects of random linear mode coupling are included through the
coupling matrix Q(z). The elements of this matrix and the two matrices G(1)(x, y) and
G(2)(x, y) are given by

Qij(z) =
k0

2ne�i

∫∫
∆ε(x, y, z)Fi(x, y)F ∗j (x, y) dx dy, (7.7)

G
(1)
ij (x, y) = F ∗i (x, y)Fj(x, y), G

(2)
ij (x, y) = Fi(x, y)Fj(x, y) (7.8)

where ne�i is the e�ective index for the ith mode. Clearly, all three matrices depend on the
spatial pro�les of various �ber modes.

Equation (7.6) involves stochastic matrices. Determining the solution generally re-
quires solving eq. (7.6) a large number of times with di�erent instantiations of the random
matrices involved. To derive the average behavior of eq. (7.6), we use an approach similar
to the one used to treat birefringence �uctuations to obtain the deterministic Manakov
equations [130]. In practice, for distinct �ber modes, the two terms containing δB0 and
Q(z) in eq. (7.6) vary on a length scale that is much shorter than the dispersion and
nonlinear lengths that control other terms. We thus introduce the concept of a transfer
matrix T(z) that tracks linear variations induced by these two terms and make a change
of variable, A = TĀ, where the transfer matrix T(z) satis�es

∂T

∂z
= ıδB0T + ıQT; T(0) = IN, (7.9)

where IN is a N× N identity matrix. In terms of the new vector Ā, the nonlinear propa-
gation equation becomes

∂Ā

∂z
+
(
THB1T−

1

vgr

)∂Ā
∂t

+
ı

2
THB2T

∂2A

∂t2
=NNN (7.10)

where the nonlinear term NNN (z, t) = [N1(z, t) . . .NN (z, t)]T is given by

NNN =
ıγ

3

∫∫ [
2(ĀHTHG(1)TĀ)THG(1)TĀ + (ĀTTTG(2)TĀ)THG(2)∗T∗Ā∗

]
dx dy.

(7.11)
This equation shows how the nonlinear e�ects are modi�ed by RLMC through the

transfer matrix T(z). To understand this more clearly, we consider the nonlinear term
N̂k(z, t) for a speci�c (kth) mode of the �ber. This quantity contains a large number of
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terms (∼ N7 for a N-mode �ber), most of which �uctuate rapidly. However, as we have seen
in earlier chapters, some of them contribute little on average. To simplify this equation, we
can remove the terms which have negligible contributions to the kth mode of the �ber on
average by using the orthogonality relation between spatial modes [eq. (7.5)] and the fact
that FWM-like terms are not phase-matched when modes with large di�erences in their
modal propagation constants are involved. The terms we are left with are the ones that
guide the nonlinear evolution of the kth mode in the presence of linear coupling. Denoting
this set of terms by N̂k, we obtain (see Appendix A)

N̂k = ıγ
N∑
l=1

N∑
m=1

N∑
n=1

2(|tml|2|tnk|2 + tmltnkt
∗
mkt
∗
nl)

(1 + dkl)(1 + dmn)
fmmnn|Āl|2Āk, (7.12)

where dij is equal to 1 if i and j belong to a coupled mode-group and 0 otherwise. tij
denotes an element of the matrix T(z). The nonlinear coupling parameter, which we have
encountered earlier in chapter 2, is given by

fplmn = Aeff

∫∫
F ∗pFlF

∗
mFn dx dy. (7.13)

Equation (7.12) includes both the SPM and XPM-type e�ects. The terms with l = k
represent the SPM-type of nonlinearity in the form

N̂ SPM
k = ıγ|Āk|2Āk

N∑
m=1

N∑
n=1

2|tmk|2|tnk|2

(1 + dmn)
fmmnn. (7.14)

Among these N2 terms, only one term with m = n = k represents the classic SPM that
involves just the kth mode. It is easy to see that this term reduces to ıγ|tkk|4|Āk|2Āk,
where |tkk|4 represents the fraction of the mode power that is not transferred to other
modes. The other (N2 − 1) terms correspond to SPM resulting from parts of the �eld
that are transferred from the kth mode to other modes through RLMC. We can refer to
them as intermodal SPM, since their contribution depends on the extent of overlap among
various spatial modes. It should be stressed that eq. (7.12) also includes a large number
of terms that result from intermodal XPM, a phenomenon that plays an important role in
multimode �bers [70].

As mentioned earlier, it is often reasonable to assume that random variations of the
transfer matrixT(z) occur on a length scale that is much shorter compared to the nonlinear
and dispersion length scales. In such a situation, one can average the nonlinear terms in
eq. (7.12) over refractive-index �uctuations that lead to mode coupling. As we can see
from that equation, the coe�cients for these terms will depend on the averaged values of
the fourth-order moments of the elements of the random matrix T(z). In the following
section, we discuss how to calculate the transfer matrix.

7.2 Transfer matrix for a multimode �ber

As noted in the previous section, we would need to evaluate the fourth-order moments
of the transfer matrix and average them over random index �uctuations to come up with
the averaged nonlinear propagation equations. In this section, we discuss the physical
considerations that we need to take into account and the method used for numerically
calculating the transfer matrix.
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7.2.1 Physical considerations

All matrix elements tij of the transfer matrix depend on the random variable ∆ε(x, y, z)
appearing in eq. (7.2). Fluctuations of ∆ε can come from several physical mechanisms
such as microbending, twisting, random changes in the shape and size of the �ber core and
material density �uctuations. In practice, the refractive index can be assumed to remain
nearly constant over a short distance, that we will assume to be the decorrelation length
ld (∼10 m) associated with the �uctuations in ∆ε(x, y, z).

Fig. 7.1: Model used to compute the random linear transfer matrixT. A �ber of length L is divided
into K sections of length ld, and each section is followed by a random birefringence plate.

To numerically model the transfer matrix, we divide the �ber into multiple sections of
length ld, as shown in Fig. 7.1. Over each section, ∆ε varies randomly in the transverse
plane but remains constant along the section length. We assume that ∆ε is normally
distributed with zero mean and a pre-speci�ed standard deviation σε. It is unlikely that
∆ε can �uctuate in the transverse plane on a scale shorter than 1 µm. In fact, we have
numerically veri�ed that components of ∆ε with spatial frequencies higher than 1/2r do not
contribute to linear coupling which is governed by qij . So, we �lter all spatial frequencies
above 1/2r, where r is the core radius. Figure 7.2 represents an example of ∆ε(x, y) for
σε = 10−3.

The local transfer matrix of a single section can be found by solving eq. (7.9) analyt-
ically, provided the coupling matrix does not change with z over the section length. The
transfer matrix for a �ber of any length can then be obtained by concatenating multi-
ple such matrices T(ld), each one obtained with a statistically independent realization of
perturbation ∆ε(x, y).

Before proceeding to calculate the total transfer matrix T(z), we need to discuss the
issue of polarization-division multiplexing (PDM), a technique that is used routinely for
modern systems employing coherent digital receivers. Using PDM, one can transmit two
orthogonally-polarized channels with identical spatial distributions in each spatial mode of
the �ber. It is important to note that the coupling coe�cient qmp in (7.7) vanishes if the two
modes are orthogonal at every point in the transverse plane, i.e., if F ∗m(x, y) · Fp(x, y) =
0. This condition is satis�ed for any pair of orthogonally polarized �elds. However, in
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Fig. 7.2: An example of transverse �uctuations ∆ε(x, y) in one section of the �ber. Fluctuations
in two neighboring sections are assumed to be uncorrelated. The standard deviation of
�uctuations is assumed to be 10−3 for the case shown here. Spatial frequencies higher
than 1/2r have been �ltered out, which leads to a reduction in the e�ective standard
deviation.

practice, even orthogonally polarized modes with identical spatial distributions get strongly
coupled after a certain distance because of birefringence �uctuations which lead to random
polarization rotations. To take into account such random rotations, we employ the scheme
shown in Fig. 7.1 and multiply the electric �eld of each mode by a random unitary matrix
at the end of each section. In the matrix notation, this is equivalent to multiplying the
transfer matrix by a block diagonal matrix Rk, which is a N × N matrix comprising of
2×2 random unitary sub-matrices along the diagonal. The total transfer matrix of a �ber
of length L=Kld is thus given by

T =
K∏
k=1

Rk exp [ı(δB0 + Qk)zf ] , (7.15)

where Qk is the coupling matrix of the kth section.

7.2.2 Numerically computing the transfer matrix

We now focus on numerically calculating the transfer matrix T. Although the analysis is
valid for HE �ber modes, we use here the basis of linearly polarized (LP) modes, employed
commonly in literature on SDM [17]. The modal spatial distributions were calculated using
a speci�c step-index few-mode �ber with core radius r=5.5 µm, V=3.8, and nclad = 1.444
for cladding's refractive index. Such a �ber supports three spatial modes, denoted as
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LP01, LP11a and LP11b, in the wavelength region near 1550 nm. For the remainder of
this and the following chapter, all our numerical results have been computed using these
�ber parameters.
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Fig. 7.3: Calculated average value of the magnitude of coupling coe�cients as a function of the
standard deviation of index �uctuations σε between several pairs of modes. The index
LPmn in the subscript refers to any matrix element belonging to that spatial mode.

To generate the transfer matrix of this few-mode �ber, we begin by calculating the
coupling matrix of the kth �ber section Qk. Equation (7.7) allows us to calculate its
elements qmp between the modesm and p of the kth �ber section. The values of these matrix
elements can be seen as random variations in the modal propagation constants caused by
index �uctuations. Figure 7.3 shows the average value of several coupling coe�cients as
a function of the standard deviation of index �uctuations σε. We calculate the coupling
matrices for each section k and employ the scheme described by eq. (7.15) to generate the
total transfer matrix T.

The coupling between a pair of two modes labeled m and p is set by the o�-diagonal
element tmp of the transfer matrix T, which depends not only on qmp but also on the dif-
ference, β0m − β0p, of the modal propagation constants. In order to see how the coupling
varies with these two parameters, we consider a speci�c mode pair, one belonging to the
LP01 mode and the other to the LP11a or LP11b modes (they are statistically equiva-
lent). We then calculate the average value of the corresponding transfer-matrix element
(tLP01,LP11) after 1 km of �ber (we choose ld = 50 m for our simulations, which leads
to K = 20). Figure 7.4 shows the average value of tLP01,LP11 as a function of the ratio
κ = 〈|qLP01,LP11|/|∆β0|〉, which can be interpreted as the normalized coupling strength.
When this ratio is relatively small (< 0.01), the two modes are weakly coupled since < 1%
of the power in one mode is transferred to the other mode. On the other hand, if this ratio
is close to 1, the two modes are strongly coupled resulting in considerable �ow of energy
between the modes.

An important e�ect that we observed was that the saturation value of 1/
√

2 in Fig. 7.4
is reached at smaller values of κ if we choose a larger number of �ber sections K (longer
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Fig. 7.4: Average magnitude of an o�-diagonal element of the transfer matrix T, corresponding
to coupling between the LP01 and LP11 modes, plotted as a function of the ratio of the
normalized coupling strength κ for a 1-km-long �ber.

�ber length L or shorter �ber segment ld). ld is the coupling length that we choose for the
�ber (Appendix of Ref. [132]). Physically, this means that a shorter coupling length leads
to stronger coupling between modes. The important point to note is that, for any two
modes for which κ is close to or exceeds 1, mode coupling is so strong that nearly half of
the power in one mode can be transferred to the other mode even after a relatively short
propagation distance of 1 km for a coupling length of a few tens of meters.

7.3 Averaged nonlinear propagation equations

We looked at how to compute the transfer matrix for a multimode �ber in the previous
section. Eq. (7.12) is the stochastic equation that shows us how the elements of the transfer
matrix, speci�cally their fourth-order moments, impact the nonlinear terms. To �nd the
general multimode Manakov equations, we need to average this set of stochastic equations
over several instantiations of the randomly varying refractive index (∆ε).

It is important to note how the transformation from A to Ā has a�ected the variable.
A is a randomly varying (stochastic) quantity. But when we made the transformation
A = TĀ, we explicitly included all the RLMC e�ects in T. So Ā is a deterministic
quantity. With this in mind, we can proceed to average eq. (7.12).

We know that even in an ideal �ber, under the slowly-varying approximation (SVA),
certain groups of modes can be assumed to be degenerate or nearly-degenerate. Since
these modes have nearly identical propagation constants, there can be very strong linear
and nonlinear coupling between these mode groups (ex: LP11 mode group consisting of
LP11a and LP11b modes). Let Sm be the group of modes that couple strongly with the
mth mode (with the convention m ∈ Sm) and let nm denote the number of modes in Sm.
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Using these notations, we can write the average propagation equation for the kth mode in
the following form

∂Āk
∂z

+ (B
′
1k −

1

vg1
)
∂Āk
∂t

+
ı

2
B

′
2k

∂2Āk
∂t2

= ı

N∑
l=1

∑
m∈Sl

∑
n∈Sk

Cklmn|Āl|2Āk, (7.16)

where B
′
1k and B

′
2k are the elements of diagonal matrices B

′
1 = 〈THB1T〉 and B

′
2 =

〈THB2T〉, and the nonlinear coe�cients are given by

Cklmn = 2γfmmnn
〈|tml|2|tnk|2〉+ 〈tmltnkt∗mkt∗nl〉

(1 + dkl)(1 + dmn)
. (7.17)

As was discussed at the beginning of this chapter, RLMC in a multimode �ber can
be categorized into di�erent regimes. While we will qualitatively characterize each regime
in the next chapter, we note here that equations (7.16) and (7.17) can be used to model
the average behavior of an SDM system in any regime of RLMC. To the best of our
knowledge, these are the most general averaged Manakov equations that have been derived
for multimode �bers. At this point, we still have not discussed how to compute the averaged
nonlinear coupling coe�cients from eq. (7.17), which we will consider in detail in the next
chapter.

Conclusions

In this chapter, we have developed a formalism to derive multimode Manakov equations
by averaging over several instantiations of linear coupling. The theory we present here can
be applied to all regimes of RLMC, unlike the "strong" and "weak" coupling regimes that
have been studied previously [30, 31, 33]. We introduced a transfer matrix that tracks
the linear variations induced by random refractive index �uctuations and propagation
constant di�erence between modes. We discussed in detail the physical and numerical
considerations pertaining to computation of the transfer matrix. Finally, we presented
the multimode Manakov equations applicable for all regimes of RLMC by averaging the
coupled NLS equations. We found that the averaged nonlinear coe�cients depend on the
transfer matrix elements, speci�cally the fourth-order moments of the transfer matrix.
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Chapter 8

Impact of linear coupling on nonlinear propagation

In chapter 7, we derived the multimode, Manakov, nonlinear propagation equation (7.16)
averaged over �uctuations induced by random linear mode coupling (RLMC). The general
Manakov equation was derived without imposing any constraints on the strength of RLMC.
As we have discussed, this equation can be used to model the average nonlinear propagation
behavior when RLMC is present.

However, these derived equations require the nonlinear coe�cients Cklmn as de�ned
in eq. (7.17). These averaged nonlinear coupling coe�cients depend on the fourth-order
moments of the linear transfer matrix given in eq. (7.15). In this chapter, we discuss
how to calculate these fourth-order matrix moments. Using the known results from the-
ory of random matrices gives the exact analytical results for the coupling regimes where
mode-groups are either strongly or weakly coupled. Most importantly, we qualitatively
characterize RLMC in a multimode �ber and show the presence of an intermediate cou-
pling regime (ICR), which exists at the transition of the two previously studied "strong"
and "weak" coupling regimes. We also discuss full numerical simulations to understand
the nonlinear penalties incurred by a lightwave system operating in the di�erent coupling
regimes.

In section 8.1, we focus on the fourth-order moments of the transfer matrix and see how
to calculate them. We also look at some analytical results that help us in this analysis.
In section 8.2, we discuss how to put the entire theory together to make it useful for
modeling nonlinear propagation in multimode �bers. To verify our results, we derive
averaged equations in the previously studied "strong" and "weak" coupling regimes and
compare the results. In section 8.3, we perform a full numerical simulation of an SDM
system and study how RLMC impacts the nonlinear penalties incurred by the system.

8.1 Fourth-order moments of transfer matrix

In the previous chapter, we discussed how to calculate the elements tij of the transfer
matrix T. Equation (7.17) tells us that the coe�cients of the averaged nonlinear term
in the Manakov equation depends on the average values of the fourth-order moments of
the transfer matrix T. More speci�cally, we need the following four types of fourth-order
moments:

m
(1)
ij (T) = 〈|tij |4〉, (8.1a)

m
(2)
ikl (T) = 〈|tik|2|til|2〉 (k 6= l), (8.1b)

m
(3)
ijkl(T) = 〈|tik|2|tjl|2〉 (i 6= j and k 6= l), (8.1c)
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m
(4)
ijkl(T) = 〈tiktjlt∗ilt∗jk〉 (i 6= j and k 6= l). (8.1d)

Although the analysis that follows is general and valid for any SDM �ber, we will
use a speci�c example �ber for the remainder of this chapter to show how to calculate
these averaged nonlinear coe�cients. This is the same �ber that was used to calculate the
transfer matrix in the previous chapter. To recall, we consider a six-mode step-index �ber
with a core diameter of 11 µm and nclad = 1.444 such that the normalized frequency V
= 3.8 at the operating wavelength of λ = 1.55 µm. Such a �ber supports M = 3 spatial
modes (denoted by LP01, LP11a and LP11b in the basis of linearly polarized LP modes),
which, after including orthogonally polarized components of each mode, adds up to N =
6 modes.

For this example �ber, the transfer matrix T will be a 6×6 random matrix and we
have previously seen how to calculate it. However, we know that LP11a and LP11b modes
can be strongly coupled because of their degenerate nature. Additionally, the orthogonally
polarized components of any spatial mode are also expected to be strongly coupled owing
to birefringence �uctuations. It is thus useful to express the total transfer matrix T in the
form

T =

[
T1 T12

TH
12 T2

]
(8.2)

where T1 is a 2×2 matrix for the LP01 mode group g1, T2 is a 4×4 matrix for the LP11

mode group g2, and T12 is a 2×4 matrix representing coupling between these two mode
groups. This coupling is induced by random index perturbations and its magnitude may
vary considerably for di�erent SDM �bers.

We calculate the average values for the individual blocks of T numerically. For this
purpose, we recall that we had de�ned a dimensionless coupling parameter κ in the previous
chapter. Generalizing the de�nition of that parameter as

κ = 〈|qg1,g2|〉/|∆β0,g1,g2|, (8.3)

where ∆β0,g1,g2 is the di�erence in propagation constants between mode groups g1 and g2
and qg1,g2 governs the linear coupling between them. For the example �ber, g1 corresponds
to the LP01 group and g2 corresponds to the LP11 group. Physically, κ represents the
normalized coupling strength between the two mode groups. As an example, we choose a
�ber with L = 1 km and ld = 50 m (the same parameters that were used to calculate T in
the previous chapter) and numerically compute the values of the fourth-order moments as
a function of this ratio κ. Figure 8.1 shows such a plot for T1. A striking feature in this
�gure is that all moments change rapidly in the range 0.01<κ<0.1, but remain virtually
constant outside this range.

Small and large values of κ correspond to weak and strong coupling between mode-
groups respectively. It turns out that is possible to predict the limiting values of m(p)

analytically in these two regimes. For this purpose, we use the concept of a Haar matrix,
which is a unitary random matrix whose elements are uniformly distributed over the entire
range. If the coupling among mode groups is totally random in the sense that all unitary
transformations are equally probable, then we expect the corresponding transfer matrix
block to be a Haar matrix. Interestingly, the fourth-order moments of a Haar matrix
depend only on the dimension n of the matrix and are given by [133]:

m̄(1)(n) =
2

n(n+ 1)
, m̄(3)(n) =

1

(n− 1)(n+ 1)
, (8.4)

m̄(2)(n) =
1

n(n+ 1)
, m̄(4)(n) =

−1

(n− 1)n(n+ 1)
, (8.5)
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Fig. 8.1: Fourth-order moments of T1 in eq. (8.2) as a function of κ when L = 1 km and ld = 50 m.
Haar-limit predictions are shown by solid and dashed horizontal lines for n=2 and 6,
respectively. Magnitude of numerically computed average transfer matrix elements in
the three coupling regimes is shown on top using a gray-shaded logarithmic scale.

where a bar is used to indicate the Haar limit. These expressions agree with the numerical
results in Fig. 8.1 in the two extreme limits of weak and strong intergroup coupling. In
the case of weak coupling, n = 2 as T1 is an isolated 2×2 matrix. We call this the mode-
group coupling regime (MGCR), since only the modes belonging to the same mode group
are coupled with each other but inter-group coupling is negligible. This becomes more
clear when we look at the numerically computed transfer matrix in the MGCR shown in
Fig. 8.1, where the elements of the o�-diagonal block matrix T12 have negligible values.
In contrast, in the case of strong intergroup coupling, n = 6 since all modes are equally
coupled. We call this the strong coupling regime (SCR). Again, the numerically computed
transfer matrix in the SCR shows this to be true, as the values of all the elements of T
are comparable. These analytical predictions are shown by the solid (n = 2) and dashed
(n = 6) horizontal lines in Fig. 8.1. We can clearly see that the numerically computed
values of the moments converge to the theoretically predicted values in the MGCR and
SCR.

The transition region between these two extreme regimes, characterized by 0.01<κ<0.1,
is the intermediate coupling regime (ICR). The numerically computed transfer matrix in
the ICR, shown in Fig. 8.1, clearly shows that the o�-diagonal elements are no longer
negligible and neither do they have values similar to the elements in the diagonal matrix
blocks. This means that we cannot use the Haar matrix approach, since the elements are
not uniformly distributed. This �gure conclusively shows the presence of an intermediate
coupling regime (ICR), for which no theory currently exists.

A similar analysis can be done for the 4×4 matrix block T2, which corresponds to the
LP11 mode group. The numerically computed fourth-order moments for T2 are shown in
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Fig. 8.2: Fourth-order moments of T2 in eq. (8.2) as a function of κ for the same �ber parameters
used to generate �g. 8.1. Haar-limit predictions are shown by solid and dashed horizontal
lines for n=4 and 6, respectively. Magnitude of numerically computed average trans-
fer matrix elements in the three coupling regimes is shown on top using a gray-shaded
logarithmic scale.

Fig. 8.2. Here, we again show the analytically predicted values of these moments in the
MGCR and SCR using n = 4 and n = 6 respectively in eqns. (8.4) and (8.5). Again, we
notice the ICR in the region 0.01<κ<0.1.

8.2 Averaged equations in di�erent coupling regimes

Before we proceed to derive the Manakov equations in di�erent coupling regimes, it is useful
to discuss the averaged linear terms appearing in eq. (7.16). As was mentioned in chapter
7, B

′
1k and B

′
2k are the diagonal elements of averaged diagonal matrices B

′
1 = 〈THB1T〉

and B
′
2 = 〈THB2T〉. It is important to note that numerical veri�cation shows that non-

diagonal elements of B
′
1 and B

′
2 are negligible compared to the diagonal elements, no

matter which coupling regime we are operating in. To understand what these diagonal
elements would turn out to be, in di�erent coupling regimes, and the associated physical
impact, we will use our example �ber.

For the speci�c six-mode �ber that we have used as an example here, we split the
diagonal matrix B1 in two mode groups and write it as

B1 =

[
Bg1

1 0

0 Bg2
1

]
, (8.6)

where Bg1
1 is a 2×2 diagonal matrix, Bg2

1 is a 4×4 diagonal matrix, and 0 is a null matrix.
The elements of B

′
1 = 〈THB1T〉 can be calculated numerically by �rst calculating the
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transfer matrix T and averaging over a large ensemble. Moreover, we can calculate the
averaged values analytically in the two limiting cases representing the MGCR and SCR.

In the MGCR limit, diagonal elements in each group become identical and take values
Tr(Bg

1)/Dim(Bg
1), where Tr and Dim represent the trace and dimension of each sub-matrix,

respectively. Physically, this means that all the modes within a strongly coupled mode-
group travel at the same speed on average. The same result applies in the SCR limit.
However, the matrix B1 can no longer be divided into subgroups as all modes become
strongly coupled. Thus, all diagonal elements of B

′
1 become the same and take the value

Tr(B1)/6. Physically, when all modes are strongly coupled, they all end up traveling at
the same group velocity on average. Both of these analytic predictions have been veri-
�ed numerically. However, in the ICR, we do not have an analytical expression that can
provide the values of these diagonal elements and they need to be computed numerically.
The values of these diagonal elements only �uctuate between the maximum and the min-
imum diagonal values of the original matrix B1. The elements of B

′
2 = 〈THB2T〉 can be

calculated in a similar manner.
Now that we have discussed the linear terms in the averaged Manakov equations, we

move to the nonlinear coe�cients. Once the values of averaged fourth-order moments
(from section 8.1) are known, they can be used in the propagation eqs. (7.16) and (7.17) to
model the average behavior of an SDM system in any regime of linear coupling. To validate
further our general expression in eq. (7.17), we apply it to the two extreme coupling regimes
that have been studied earlier (see Appendix B for detailed derivation).

In the MGCR, only some modes (with a larger value of κ) are strongly coupled. In
this limit,

Cklmn(MGCR) =
2γ

nk

1

nl + dlk
fmmnn, (8.7)

where, as before, dmk is 1 when m and k belong to a coupled mode-group but 0 otherwise.
This is a general expression which allows for strong coupling between degenerate modes.
In the SCR, all modes are assumed to be equally coupled, which means that Sk and Sm
contain all N modes (nk = nm = N). Under this condition, we get

Cklmn(SCR) =
2γ

N(N + 1)
fmmnn. (8.8)

Both of these cases have also been studied in the past [30, 31, 33], and our formulas
agree with earlier results. Indeed, if we consider the case of a single-mode �ber that only
supports two orthogonally polarized modes, we can substitute N = 2 in eq. (8.8) and the
equation reduces to the well-known Manakov PMD equations [130]. It can be concluded
from these results that, in general, the nonlinear terms are smaller when all modes of a
multimode �ber are strongly coupled (because of the presence of the factor N(N + 1) in
the denominator).

In the ICR, the nonlinear terms in eq. (7.17) depend on the coupling parameter κ.
In this case, we saw that the transfer matrix does not reduce to a Haar matrix as its
elements are not uniformly distributed. However, we can compute the nonlinear coe�cients
numerically and use them in eq. (7.16) to model the system performance. We have observed
that the transition region of intermediate coupling seen in Figs. 8.1 and 8.2 becomes slightly
narrower as the system length increases. Thus, our results allows us to predict where the
transition to the ICR would occur for any SDM �ber.

Now that we have separately studied all aspects of this new theoretical model using
an example six-mode �ber that has two separate mode-groups, we will brie�y discuss how
this theory can be used for any given multimode �ber. The averaging method discussed
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here can be applied to all SDM �bers with any number of spatial mode-groups. For �bers
with more than two mode groups, each mode-group pair can have di�erent strengths of
RLMC (di�erent κ). Recall here that κ is de�ned with respect to a mode-group pair.
Calculating the value of κ for any mode-group pair can also give us the information about
which coupling regime those two mode groups belong to. Indeed, all three coupling regimes
can exist in a single �ber. One needs to calculate the nonlinear coe�cients in eq. (7.17)
separately for each mode-group pair and then use those coe�cients in eq. (7.16) to model
the average nonlinear transmission. In addition, if a mode-group pair lies in the SCR or
MGCR, then we have also shown analytical solutions to eq. (7.17) which can be used for
modeling.

8.3 Full numerical simulation of an SDM system

To show how useful the results shown in this chapter are for modeling realistic SDM systems
and to verify their accuracy, we perform a full numerical simulation for a speci�c SDM
system and predict the optical signal-to-noise ratio (OSNR) in di�erent coupling regions.
For this purpose, we focus again on the same few-mode �ber used in earlier sections
supporting 3 distinct spatial modes, each with two orthogonal polarizations (N=6).

Using this six-mode �ber, we transmit six QPSK-format data streams, each at 28.5
Gbaud (bit rate 57 Gb/s). The 1000-km-long transmission line consists of 10 spans of
100-km �ber, each followed by a �ber ampli�er that compensates for all span losses. No
dispersion management is employed along the �ber link, but all linear impairments are
assumed to be perfectly compensated at the digital receiver.

To calculate the actual bit-error rate (BER) numerically, 220 symbols are transmitted
through the �ber in the form of 256 identical copies of 212 randomly selected symbols. The
injected power per polarization and per mode is 3 dBm. We solve eq. (7.10) numerically
using the split-step Fourier method with a step size ld = 100 m. This value corresponds to
a nonlinear phase shift of less than 0.05 rad per step. We assume that the �ber's refractive
index varies randomly in the x�y plane, as indicated in eq. (7.2), and we pick a new set of
random functions ∆ε(x, y) at each step.

The propagation constants and spatial pro�les of the three spatial modes supported
by the example �ber were calculated numerically. The LP11a and LP11b modes are nearly
degenerate and their propagation constants almost coincide. In contrast, the di�erence
between the propagation constants of LP01 and LP11 modes is ∆β0 = 1.4× 104 m−1, and
the corresponding di�erential modal group delay ∆β1 = 4.1 ns/km. The LP01 and LP11

modes have dispersion parameters [D = (−2πc/λ2)β2] of 23 and 18 ps/(km-nm) and their
e�ective mode area (Ae�) are 78 and 81 µm2, respectively. This �ber has a nonlinear
parameter of γ = 1.4 W−1/km and a loss coe�cient of 0.2 dB/km.

Figure 8.3 shows the optical signal-to-noise ratio (OSNR) penalties (compared to the
back-to-back performance) at a BER of 10−3 as a function of standard deviation σε of
index �uctuations. We stress that these penalties are solely due to nonlinear impairments
as all linear degradations are perfectly compensated by the receiver. We have veri�ed that
in the absence of nonlinearity, no degradation is observed. By changing σε, we modify the
strength of random linear mode coupling, and thus change the impact of nonlinearities on
the system performance. The horizontal dashed lines are obtained by replacing Nk(z, t) in
eq. (7.12) with its average value given in eq. (8.7) or eq. (8.8) in the two limiting cases.

Several points are noteworthy in Fig. 8.3. First, our full numerical simulations agree
with the limiting value of 2.5-dB penalty obtained using the averaged nonlinear term when
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Fig. 8.3: OSNR penalties as a function of σε when six SDM�PDM channels are transmitted over
1000 km at 28 Gbaud using the QPSK format for a six-mode �ber. Horizontal dashed
lines show the penalties in the mode-group and strong coupling limits using the average
values of the nonlinear terms.

index �uctuations are so small that one is operating in the MGCR. Second, we did not reach
the SCR for our �ber for the largest value of σε = 10−3 used in numerical simulations. We
did not consider larger values because of a relatively small core-cladding di�erence (< 0.01)
for our �ber. Although, we have veri�ed that the SCR is reached in �bers designed with a
smaller value of ∆β0 so that κ is enhanced. The agreement of full numerical simulations
in the two limiting cases, studied by using the averaged nonlinear terms, indicates that
the averaging procedure discussed in earlier sections is accurate and can be used to reduce
the computation time by a large factor.

The most important feature seen in Fig. 8.3 is the sharp peak occurring in the ICR.
Our numerical simulations show that nonlinear penalties increase in the ICR and become
as large as 5 dB for a speci�c value of σε. Clearly, the peak region should be avoided in real
SDM systems by designing multimode �bers such that the system is operating either in the
MGCR or SCR, but not in between the two limits. Moreover, it is preferable to operate
in the SCR where the penalty is reduced to mere 0.3 dB. However, operation in this
limit requires that the multimode �ber be designed such that the propagation constants
for all modes are not too far apart from each other. This may be possible to realize in
graded-index multimode �bers designed to support a large number of modes.

Conclusions

In this chapter, we used the averaged equations derived in the previous chapter and dis-
cussed how to use them to model nonlinear propagation in a multimode �ber. This was
done by using a six-mode �ber as an example. We calculated the fourth-order moments of
the linear transfer matrix. The nonlinear coe�cients of the averaged equations were found
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to depend on the averaged fourth-order moments. By looking at these moments as a func-
tion of a normalized coupling strength parameter, we could show three distinct coupling
regimes. Using the concept of a Haar matrix, we were able to obtain analytical estimates
in the two limiting mode-group coupling and strong coupling regimes, which agreed with
the numerical results. Moreover, our results in these two extreme regimes are able to repro-
duce the equations derived previously [30, 31, 33]. Finally, we veri�ed the validity of the
averaging procedure through a full numerical simulation of an SDM transmission system.
Our numerical results show that in the intermediate coupling regime, OSNR penalties are
enhanced.

The method described here can be applied to all SDM �bers with any number of
mode-groups. To the best of our knowledge, we have derived the most general averaged
propagation equations that can help reduce computation time by a factor of 100 or more.
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Chapter 9

Characterization of linear coupling in coupled-core

�bers

In the previous two chapters, we developed a detailed theoretical model to study the
impact of random linear coupling on nonlinear propagation. Linear coupling may occur
due to a variety of reasons, including but not limited to density �uctuations, microbending,
variations in shape and size of the core. This is an e�ect that is important to include for
long-distance propagation applications, like space-division multiplexing (SDM) telecom
systems.

SDM can be employed using either multimode �bers or multicore �bers [7]. In this
chapter, we will discuss an experiment that was set up to characterize linear coupling
in multicore �bers. Several theoretical frameworks have been proposed to model speci�c
linear coupling impairments in both multimode and multicore �bers [134�139]. Our setup
allows us to measure the Rayleigh backscattering amplitudes from each core simultane-
ously, which lets us characterize the cross-talk between the �bers non-destructively. The
characterization is performed using an optical vector network analyzer. We try several
di�erent coupled-core pairs, each with a di�erent strength of core-coupling.

In section 9.1, we go over the experimental setup and describe the special multicore
�ber that was used for the experiment. This study is a work in progress, so in section 9.2,
we look at the future work that is planned with regards to processing the data acquired
using this setup and what we expect to understand from this experiment.

9.1 Experimental setup

This experiment was done at Nokia Bell Labs in Holmdel, NJ, USA. We used several pro-
prietary coupled-core �bers with di�erent core spacing. While pulses traveling in adjacent
cores do not overlap spatially, there is some evanescent coupling of their spatial tails. So it
is important to understand how core spacing a�ects linear coupling. The idea is to launch
a swept laser beam into one core of the coupled-core pair and try to study how light gets
coupled from one core to the other by measuring the back-scattered signal from each core
individually.

A schematic of the experimental setup is shown in Fig. 9.1. The �gure also shows the
�ber that we use for this experiment. As we can see, it has six pairs of coupled-core �bers
and one single-core �ber. Using 3 translational and 1 rotational degrees of freedom, we
can choose to couple light into a speci�c core that belongs to a particular coupled-core
pair. We launch a laser that sweeps over the C+L optical communication bands (1520 nm
- 1630 nm), which is generated inside an optical vector network analyzer (OVNA). Optical



9. LINEAR COUPLING IN COUPLED-CORE FIBERS 73

Fig. 9.1: Schematic of the experimental setup used to measure Rayleigh back-scattered data from
coupled-core �bers. Red beam path indicates light going in to (or coming out of) the
core into which a swept laser is launched and blue beam path corresponds to light coming
out of the other core. OVNA = optical vector network analyzer, FUT = �ber under test,
CCD = charge coupled device. A cross-section of the FUT is also shown in the bottom
right corner.

vector network analysis is often used to characterize and study SDM �bers [140, 141]. A
basic schematic for the OVNA that was used is shown in Fig. 9.2. This �gure is taken
from [142]. The OVNA comprises of the setup in Fig. 9.2 that lies outside the box with
dashed boundary.

Fig. 9.2: Schematic of the optical vector network analyzer (from [142]). Polarization diversity
receivers are used in this setup. The con�guration outside dashed box is what is contained
inside the box labeled "OVNA" in �g. 9.1.
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Using the setup shown in Fig. 9.1, we launch the swept laser into a speci�c core and
collect the back-scattered data coming from both the cores. We can control which core
we are launching the swept laser into by looking at the output from the �ber using a
charge-coupled device (CCD) camera. We can simultaneously detect the light being back-
scattered from each core using the OVNA. Since we only launched light into one of the
cores, the back-scattered light collected from the other core can be used to characterize
how much energy is being transferred from one core to the other because of linear coupling.
We use very low powers to safely ignore nonlinear e�ects.

The back-scattered signal is very weak and often di�cult to observe because of the
large re�ection peaks that occur at �ber-air interfaces. For this reason, we angle-cleave
the input end of the �ber under test and apply an index gel at the other end. This ensures
that the re�ected signals do not follow the path back to the OVNA. It is also essential to
align the setup very precisely in order to obtain a signal-to-noise ratio (SNR) that leads
to a discernible signal.

Finally, we repeated this experiment with another proprietary �ber that has a two-core,
three-core and a six-core �ber within one cladding. Again, we launched light into one of
the cores, but this time we only collected the back-scattered data from the same core.

9.2 Future work

The back-scattered data acquired using the OVNA for the experiments mentioned above
is currently being analyzed. The plan is to understand the correlation between the signal
from di�erent cores, a process that has been performed for single-mode and polarization
division multiplexing (PDM) �bers. However, instead of the autocorrelations performed
for PDM �bers, we will look at cross-correlation between the two back-scattered signals.
A theoretical model for Rayleigh scattering will also be used to understand what back-
scattered signal we should expect.

The time delay of the back-scattered light corresponds to the distance propagated
within the �ber. So this data can also tell us how the energy is distributed within the
two cores after propagating a certain distance. This time to space mapping can help
understand the characteristic coupling length for the di�erent pairs of coupled-core �bers
in a non-destructive manner. Since we expect linear coupling to be present in real �bers,
we expect the energy to periodically move from one core to the other in the case of coupled-
core �bers. The length of this period is expected to decrease with increasing strength of
coupling, which depends on how closely spaced the cores are. Even for the three-core and
six-core �bers, we expect linear coupling to be strong between nearest neighbors. Indeed,
we observe that the back-scattered signal from one core oscillates periodically.

There can be two major reasons why we would observe any back-scattered signal from
the neighboring (un-pumped) core. For completely random linear coupling, optical energy
is expected to periodically move from one core to another. So we will see a back-scattering
signal from the un-pumped core. This signal is proportional to the amplitude of light
present in that particular core. Another, less likely possibility is that back-scattered light
from one core gets coupled into the other core. A detailed understanding of Rayleigh
scattering inside an optical �ber will help understand this behavior.

Unlike the completely random linear coupling that may occur because of density �uctu-
ations or variations in shape and size of the core that are introduced during the fabrication
process, there are certain perturbations that cause the optical energy to be distributed
asymmetrically among the two cores. Examples of such perturbations are bending or twist
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in the �ber. We have taken measurements under several such situations that include:
introducing macro and micro bends at random locations in the �ber, pinching the �ber,
spooling the �ber around spools of di�erent radii and laying out the �ber straight.

The data collected under all these di�erent conditions will help characterize linear
coupling between di�erent cores of a multicore �ber and how it depends on speci�c pertur-
bations. The combination of a swept laser and polarization diversity receivers also ensures
that we will be able to observe whether linear coupling because of certain perturbations
has any spectral or polarization preference. Similar data has been collected for the case of
three-core and six-core �bers.

Conclusion

We have described an experiment that was performed to characterize the extent of linear
coupling between coupled-core �bers. We do this by launching a swept laser source in one
core and looking at the Rayleigh back-scattered data from both cores simultaneously. The
data is collected using an optical vector network analyzer (OVNA). This experiment is re-
peated for several di�erent external perturbations and for six di�erent core-separations. In
addition, a three-core and six-core con�guration were also studied. The data for these ex-
periments is currently being analyzed and in the future, we plan to come up with a physical
model to understand the linear coupling behavior that is experimentally demonstrated.
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Appendix A

Deriving kth component of nonlinear term with ran-

dom coupling included

In this appendix, we present the mathematical steps and explain the approximations that
were used in deriving Eq. (7.12) using Eq. (7.11).

We start with the following equation for the nonlinear term in the matrix form [see
Eq. (7.11)]:

NNN =
ıγ

3

∫∫ [
2(ĀHTHG(1)TĀ)THG(1)TĀ + (ĀTTTG(2)TĀ)THG(2)∗T∗Ā∗

]
dx dy.

(A.1)
We treat the two terms separately.

(i) First term :N (1)N (1)N (1) =
ıγ

3

∫∫ [
2(ĀHTHG(1)TĀ)THG(1)TĀ

]
dx dy

Writing the kth element of the matrix product in N (1) as a summation in the most
general form, where all index values go from 0 to N, we get the following equation,

N̂ (1)
k =

ıγ

3

∑
i,j,l,m,n,o,p

∫∫ [
2Ā∗l t

∗
mlg

(1)
mjtjiĀit

∗
nkg

(1)
no topĀp

]
dxdy (A.2)

First reduction : Phase-matching =⇒ only terms of the form |Āl|2Āk make non-
negligible contributions. This follows from the fact that the Ā has eıδβ0z term in its
de�nition, where δβ0 is the propagation constant of the mode relative to the reference
mode. So, the condition for phase-matching becomes

δβk0 ≈ −δβl0 + δβi0 + δβp0 (A.3)

We make the choice of p = l and i = k to satisfy this phase-matching condition. It is
important to note that:

• The intermodal four-wave mixing (IM-FWM) terms, which are not phase-matched
at the same frequency can, in theory, be perfectly phase-matched at di�erent distinct
frequencies in di�erent modes. But we have numerically veri�ed that, on average, the
contribution of the IM-FWM-like terms is negligible when linear coupling is included.

• Since the alternate choice of i = l and p = k would yield the same result, we
multiply by a factor of 2/(1 + dkl) to account for that degeneracy built into our



APPENDIX A. 88

choice. To recall, dkl is 1 when k and l belong to the same degenerate mode group
but 0 otherwise.

The resulting equation becomes:

N̂ (1)
k =

ıγ

3

∑
j,l,m,n,o

2

(1 + dkl)

∫∫ [
2|Āl|2Āk

(
g

(1)
mjg

(1)
no

)
(t∗mltjkt

∗
nktnl)

]
dxdy (A.4)

Second reduction : Orthogonality relation of spatial pro�le Fm =⇒
∫∫

g
(1)
mjg

(1)
no dxdy =∫∫

F ∗mFjF
∗
nFodxdy 6= 0 only if j = m, o = n, or j = n, o = m. These conditions can be

expressed as

f
(1)
plmn =

∫∫
F ∗pFlF

∗
mFndxdy =

(δplδmn + δpnδlm)

(1 + dpm)
I

(1)
plmn (A.5)

where I
(1)
plmn corresponds to the magnitude of the integral. So, we set 1) j = m and o = n

and 2) j = n and o = m to get the two terms which have non-zero contributions. This
leads to the following equation:

N̂ (1)
k =

ıγ

3

∑
l,m,n

2

(1 + dkl)

1

(1 + dmn)

[
2|Āl|2Ākf (1)

mmnn (t∗mltmkt
∗
nktnl) + 2|Āl|2Āif (1)

mnnm

(
|tml|2|tnk|

)]
(A.6)

By de�nition [Eq. (A.5)], f
(1)
mmnn = f

(1)
mnnm, so the two terms can be combined and written

as:

N̂ (1)
k =

ıγ

3

∑
l,m,n

2

(1 + dkl)

1

(1 + dmn)

[
2f (1)
mmnn

(
t∗mltmkt

∗
nktnl + |tml|2|tnk|2

)
|Āl|2Āk

]
(A.7)

(ii) Second term :N (2)N (2)N (2) =
ıγ

3

∫∫ [
(ĀTTTG(2)TĀ)THG(2)∗T∗Ā∗

]
dx dy

We follow the same steps as shown here for the �rst term, but the orthogonality argument

in this case becomes
∫∫

g
(2)
mjg

(2)∗
no dxdy =

∫∫
FmFjF

∗
nF
∗
o dxdy 6= 0 only if n = m, o = j OR

n = j, o = m , which can be written as:

f
(2)
plmn =

∫∫
FpFlF

∗
mF
∗
ndxdy =

(δpmδln + δpnδlm)

(1 + dpm)
I

(2)
plmn (A.8)

where I
(2)
plmn corresponds to the magnitude of the integral. Using this and the phase-

matching argument similar to Eq. (A.3), we eventually get:

N̂ (2)
k =

ıγ

3

∑
j,l,m

2

(1 + dkl)

1

(1 + dmj)

[
|Āl|2Ākf

(2)
mjmj

(
tmltjkt

∗
mkt
∗
jl

)
+ |Āl|2Ākf

(2)
mjjm

(
|tml|2|tjk|2

)]
(A.9)

We do the following index variable change: j → m and m → n for the �rst term and
j → n for the second term in Eq. (A.9). This is not inconsistent, since only the dummy
indices are being changed. The purpose for doing this is to make the product of tij terms
to be similar to Eq. (A.7). The equation then becomes,
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N̂ (2)
k =

ıγ

3

∑
l,m,n

2

(1 + dkl)

1

(1 + dmn)

[
|Āl|2Ākf (2)

nmnm (tnltmkt
∗
nkt
∗
ml) + |Āl|2Ākf (2)

mnnm

(
|tml|2|tnk|2

)]
(A.10)

By de�nition [Eq. (A.8)], f
(2)
nmnm = f

(2)
mnnm, so the two terms can be combined and written

as:

N̂ (2)
k =

ıγ

3

∑
l,m,n

2

(1 + dkl)

1

(1 + dmn)

[
f (2)
nmnm

(
tmltnkt

∗
mkt
∗
nl + |tml|2|tnk|2

)
|Āl|2Āk

]
(A.11)

(iii) Final expression

Now, we combine both the terms from Eq. (A.7) and Eq. (A.11) to get the �nal equation
for the kth component of the non-linear term

N̂k = N̂ (1)
k + N̂ (2)

k = ıγ
∑
l,m,n

2
(
tmltnkt

∗
mkt
∗
nl + |tml|2|tnk|2

)
3(1 + dkl)(1 + dmn)

(2f (1)
mmnn + f (2)

nmnm)|Āl|2Āk

(A.12)

We can further reduce this equation by using the equality f
(1)
mmnn = f

(2)
nmnm, which follows

from the de�nition of both these terms, and de�ne them as fmmnn. This leads to the more
compact equation:

N̂k = ıγ
∑
l,m,n

2
(
tmltnkt

∗
mkt
∗
nl + |tml|2|tnk|2

)
(1 + dkl)(1 + dmn)

fmmnn|Āl|2Āk (A.13)
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Appendix B

Deriving nonlinear coe�cients for the averaged Man-

akov equation

In this appendix, we derive the averaged coe�cients of the nonlinear terms in the Manakov
equations for the general case when modes belonging to the same mode group in a �ber are
coupled but there is no coupling between di�erent mode groups. We start with Eq. (7.12)
from chapter 7. To �nd the averaged equations, we need to �nd the average of the transfer
matrix moments:

< N̂k >= ıγ
N∑
l=1

N∑
m=1

N∑
n=1

2 < (|tml|2|tnk|2 + tmltnkt
∗
mkt
∗
nl) >

(1 + dkl)(1 + dmn)
fmmnn|Āl|2Āk. (B.1)

To recall, we denote by Sl the modes that belong to the mode-group l and by nl the
number of modes present in the mode-group l. We evaluate separately for 2 situations:

l and k belong to di�erent mode groups (B.2)

In this case,

< tmltnkt
∗
mkt
∗
nl >= 0, < |tml|2|tnk|2 >6= 0 if m ∈ Sl and n ∈ Sk. (B.3)

This means that dkl, dmn → 0. As we have shown that the averaged transfer matrix is a
Haar matrix, we can use the following property of unitary matrices

< |tml|2|tnk|2| >=
1

nlnk
. (B.4)

Substituting this in Eq. (B.1), we end up with

< N̂ (1)
k >=

2ıγ

nk

N∑
l=1

1

nl

∑
m∈Sl

∑
n∈Sk

2fmmnn|Āl|2Āk. (B.5)

l and k belong to the same mode group (B.6)

In this case, all four possible fourth-order moments survive. Since k and l are coupled,
Sk = Sl. We get non-zero contributions only when m,n ∈ Sk = Sl. Thus, dmn, dkl → 1.
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Using the formula for the moments of a Haar matrix, we get:

< |tij |4 > =
2

nk(nk + 1)
(B.7)

< |tik|2|til|2 > =
1

nk(nk + 1)
(k 6= l), (B.8)

< |tik|2|tjl|2 > =
1

(nk − 1)(nk + 1)
(i 6= j and k 6= l), (B.9)

< tiktjlt
∗
ilt
∗
jk > =

−1

(nk − 1)nk(nk + 1)
(i 6= j and k 6= l). (B.10)

Adding the contributions from all these terms and dividing by 4 to account for the (1 +
dkl)(1 + dmn) term, we end up with 1/[nk(nk + 1)]. Using the fact that nl = nk, we get
the following expression

< N̂ (2)
k >=

2ıγ

nk

N∑
l=1

1

(nl + 1)

∑
m∈Sl

∑
n∈Sk

fmmnn|Āl|2Āk. (B.11)

Both these equations can be combined and written in the �nal form:

< N̂k >=< N̂ (1)
k > + < N̂ (2)

k >=
2ıγ

nk

N∑
l=1

1

(nl + dlk)

∑
m∈Sl

∑
n∈Sk

fmmnn|Āl|2Āk, (B.12)

where, as de�ned for Eq. (7.12), dlk is 1 when l and k belong to coupled mode groups and
0 otherwise. Hence, the nonlinear coe�cients in Eq. (7.16) can be written as

Cklmn =
2γ

nk

1

nl + dlk
fmmnn. (B.13)


