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ABSTRACT
Traditional tonality mode (major or minor) classification or
audio key finding algorithms often rely on tonic annotations
(key names) of the training songs. However, unlike classi-
cal music whose keys are usually explicitly labeled in their
titles, the keys of numerous popular music are hard to ob-
tain. In contrast, it is much easier to only label the mode for
each song. With only modes labeled, traditional approaches
to key or mode classification cannot be directly applied, due
to the lack of the reference point to transpose and align the
chroma features with different keys. In this paper, we present
an alignment approach to transpose chroma features within
each mode to a reference (but unknown) tonic. Then several
methods, including Single Profile Correlation, Multiple Pro-
file Correlation and Support Vector Machine, are exploited to
address mode learning and classification. Experimental re-
sults show the feasibility of the proposed approach.

Index Terms— Tonality classification, Audio key find-
ing, Music information retrieval.

1. INTRODUCTION

Tonality or key is one of the most important aspects of music.
It is highly related to chord, melody and emotion. Audio key
finding is to estimate the mode (major or minor) and/or the
tonic (the key name) of a piece of music from the audio input.
It is an active topic in the music information retrieval area,
since it is potentially helpful for many other topics such as
chord recognition, music transcription, and recommendation.

A number of audio key finding algorithms have been
proposed in the literature. Most of them employed a pro-
file correlation method. These methods firstly extract the
chroma feature [1] to represent a song, and then correlate it
with existing chroma profiles corresponding to 24 major and
minor keys. The key of the profile with the largest correlation
value is assigned to the song. The chroma profiles can ei-
ther be adapted from previously established ones [2, 3], such
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as Krumhansl’s [4] and Temperley’s [5] tone profiles pro-
posed for MIDI key finding, or calculated using a data-driven
method from the chroma features of a training data set [6, 7].
For instance, Gómex [2] and Peeters [3] generated their pro-
files by emphasizing the tonic, dominant and subdominant
notes in Temperley’s profiles, and Gómex [2] also deempha-
sized the harmonics of each note. As an alternative way, van
de Par et al. [6] calculated the chroma profiles for major and
minor by averaging the chroma vectors in a training data set
after transposing them to C-major or c-minor according to
their key labels. İzmirli [7] learned the chroma templates
from monophonic sounds by averaging their chroma vectors
which were weighted by adapted Temperley’s profiles.

Other techniques were also employed in some work. For
instance, Chuan and Chew [8] adapted the Spiral Array Cen-
ter of Effect Generator (CEG) algorithm in symbolic key find-
ing to polyphonic audio. İzmirli [7] used Principle Com-
ponents Analysis (PCA) to reduce the dimensionality of the
chroma features. Hidden Markov Models (HMM) were em-
ployed in [9, 10] to estimate key modulations.

While satisfying results achieved, a common requirement
of the above approaches is that the training songs (if appli-
cable) are labeled with specific key names, say C-major, a-
minor, etc., since these labels are needed to either build key-
dependent models, or in other cases, transpose chroma fea-
tures to C-major or c-minor to build mode-dependent but key-
independent models. This requirement can be easily satisfied
in classical music pieces, since many of them are labeled with
key names in their titles explicitly. However, for numerous
popular music, key annotations is hard to obtain since it re-
quires much expert knowledge and immense labor. In con-
trast, the mode (major or minor) of each song is relatively
easy to label. In addition, in many applications, people care
much more about modes than tonics in popular music. For
example, in music mood detection, music recommendation,
and music playlist generation, the mode label is sufficient to
represent tonality information. Therefore, in this paper, we
will address the problem of tonality mode classification when
the data set is labeled with modes only.



Lacking tonic annotations, previous data-driven methods
[6, 7] cannot be directly used, since the chroma vectors can-
not be straightforwardly transposed to C-major or c-minor to
build mode-dependent (but key-independent) models. In this
paper, an alignment scheme is first introduced to transpose the
chroma features within each mode to some reference (but un-
known) tonic to build mode models. Then three approaches,
including Single Profile Correlation (SPC), Multiple Profile
Correlation (MPC) and Support Vector Machine (SVM), are
exploited to build the mode models and classify the songs.
The flow-chart of the approach is shown in Fig. 1.

Fig. 1. Flow chart of the proposed approach.

2. FEATURE EXTRACTION AND ALIGNMENT

The chroma feature [1], which is commonly used for chord
recognition and audio key finding, is employed in this paper.
Due to the lack of tonic annotations, an alignment scheme
is proposed here to transpose the chroma vectors within the
same mode (but may be from different keys) to the same ref-
erence tonic, before building models of tonality modes.

2.1. Chroma feature extraction

Chroma feature can be either calculated by Constant Q Trans-
form (CQT) [11], or by mapping the Fast Fourier Transform
(FFT) spectra to the semitone scale. The former method is
adopted in our approach. Each song is first divided into ex-
cerpts with equal lengths (15s, 30s or the whole song). In
each excerpt, a 48-bins CQT in the frequency range from
130Hz (C3) to 1975Hz (B6) is calculated in each audio frame.
The frame length is set to 130ms, which is decided by the
finest frequency resolution of CQT: 130Hz×(2

log2(1975/130)
48 −

1) = 7.6Hz; the frame hop is set to 10ms. Then for each ex-
cerpt, the average of the CQT vectors is calculated, and a 12-d
chroma vector is calculated from the average CQT vector by
summing the bins that have the same pitch class. Finally, the
chroma vector is normalized so that its elements sum to 1.

2.2. Alignment

Given N chroma vectors c1, c2, · · · , cN within the same
mode, we need to transpose them to the same tonic to get
aligned vectors ĉ1, ĉ2, · · · , ĉN. In general, two chroma vec-
tors in the same mode correlate most if and only if they share

the same tonic. Therefore, to align a set of chroma vectors,
we select to maximize the overall correlation among them:

{ĉ1, ĉ2, · · · , ĉN} = arg max
{cj1

i ,··· ,cjN
i }

N∑

i=1

〈cji
i ,q〉

‖cji
i ‖ · ‖q‖

(1)

cj
i = Transpose(ci, j) (2)

q =
1
N

N∑

i=1

ĉi (3)

where 〈·, ·〉 represents the inner product; ‖ · ‖ represents the
norm; cj

i is the transposed vector of ci, generated by circularly
shifting the items j positions to the left; ĉi is the ith aligned
vector; and q is the average vector of them.

The optimal alignment above needs exhaustive search of
all kinds of combinations of the vector shifts. Here we ad-
dress this problem by an iterative method. The average vector
is initialized with the first chroma vector in the data set, i.e.
q0 = c1. Then chroma vectors are aligned to it one by one,
and the average is updated at the same time:

ĉi+1 = arg max
cj
i+1

〈cj
i+1,qi〉

‖cj
i+1‖ · ‖qi‖

(4)

qi+1 =
i · qi + ĉi+1

i + 1
(5)

After N times updates, qN is used to initialize q again, and
the above steps are performed once more to obtain the final
aligned vectors. Although this is a “greedy” algorithm, it is
found that the calculated average vector is stable when we
randomly change the sequence of the training chroma vectors.

3. LEARNING AND CLASSIFICATION

For mode profiles/models learning and classification, the
traditional Single Profile Correlation (SPC) method is em-
ployed. Besides, Multiple Profile Correlation (MPC) and
Support Vector Machine (SVM) methods are also proposed.

3.1. Single Profile Correlation

Traditional profile correlation method [2, 3, 6, 7] can be em-
ployed for mode modeling and classification, where each
mode is represented by one chroma profile. We call this
method SPC in contrast to MPC proposed in Section 3.2.
In SPC, the chroma profile is calculated by averaging the
transposed training chroma vectors, where the transposition
is performed by Eq. (1), since the key labels are unknown.

The obtained chroma profile is a 12-d vector, representing
the distribution of each pitch class. İzmirli [7] argued that di-
atonic notes are most important to represent a key or a mode,
and work better for key finding. Therefore, we also generate



the 7-d profile, where each element corresponds to the dia-
tonic note of the 12-d chroma profile.

When classifying the chroma vector c of a test ex-
cerpt, it is circularly shifted 12 times to generate 12 vectors
c1, c2, · · · , c12 with different keys. These shifted vectors
are correlated with a mode profile p to get correlation scores,
from which the highest is taken as the confidence score indi-
cating that c is in this mode (see Eq. (6) and (7)). The mode
having the highest confidence score is assigned to the excerpt.

Score(c,Mode) = max
i

Score(ci,Mode) (6)

Score(ci,Mode) =
〈ci,p〉

‖ci‖ · ‖p‖ (7)

Finally, given the mode labels of all its excerpts, the mode
of a song is decided by majority voting.

3.2. Multiple Profile Correlation

Compared with single chroma profile, using multiple profiles
may improve the representation of a mode, since the chroma
vectors transposed from different keys have bigger variance
than those of the same key. In our approach, K profiles are
built using a K-kernel Gaussian Mixture Model. The centers
and weights of the mixtures compose the profiles p1, · · · ,pK

and their weights w1, · · · , wK . Correspondingly, the profiles
with 7 diatonic elements are also generated.

To be consistent with SPC, the confidence score of a test
chroma vector c being in a mode is also calculated based on
Eq. (6), and the mode with the highest score is assigned to c.
Moreover, Score(ci,Mode) can be defined in two methods:
the maximum or the weighted summation of the correlations
between ci and the multiple profiles of the mode:

Score(ci,Mode) = max
k

〈ci,pk〉
‖ci‖ · ‖pk‖ (8)

Score(ci,Mode) =
∑

k

wk · 〈ci,pk〉
‖ci‖ · ‖pk‖ (9)

3.3. Support Vector Machine

SVM is successfully applied to many classification problems.
We exploit it to mode classification in our scenario. A SVM
with a radial basis function kernel is trained using the aligned
training chroma vectors. The same as the correlation method,
the chroma vector of a test excerpt is transposed 12 times and
each one is classified. The mode label of the one with the
highest classification confidence is assigned to the excerpt.

Here, one important issue in employing SVM is: Al-
though the training chroma vectors are aligned within each
mode (as in Section 2.2), the alignment (or arrangement)
between the vectors in the two modes need to be considered
carefully to improve the classification accuracy. One possibil-
ity is to make the major profile (the average of major chroma
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Fig. 2. Three alignment methods between the major and mi-
nor profiles of the training set. The upper and lower panels of
each sub figure is the major profile, and the lower is the minor
profile. The asterisk indicates the tonic.

vectors) and the minor profile have the same tonic (see Fig.
2(a)), supposing the pitch class with the maximum value in
the mode profile is the tonic of the mode. Another possibility
is to align the tonic of minor to the 6th note (i.e. the 9th pitch
class) of major, to make them “relative” (see Fig. 2(b)), such
as for C-major and a-minor. However, it is found that both
alignments cannot produce good results.

This can be explained as follows: For both the above-
mentioned alignments, the distance between the major pro-
file and the minor profile in the training set is small. That
is to say, the training samples of major and minor mode are
close to each other in the feature space. Therefore, it is hard
for SVM to find a good classification surface between two
modes. Moreover, it is noticed that the decisive chroma vec-
tor among the 12 transposed vectors of each test excerpt is
the furthest one from the classification surface. This makes
the distribution of the decisive test chroma vectors different
from that of the training vectors, so that the classifier cannot
generalize well to test excerpts.

To solve this problem, we use an alignment way that
makes the profiles of major and minor correlate least or apart
as far as possible, as in Fig. 2(c). From another point of view,
this alignment together with the alignment in Section 2.2,
can be seen analog to minimize the intra-class distance while
maximize the inter-class distance. Experiments show that it
works better than the above two.

4. EXPERIMENTS

The experimental materials were about 5,000 popular songs
of various genres including soft rock, hard rock, electronica,
folk, country, jazz, etc., with modes annotated. Songs hav-
ing ambiguous modes or major-minor modulations were dis-
carded. Finally 4,528 songs (2,786 major and 1,742 minor)
composed our data set. 25% of them were randomly selected
as the training set and the left as the test set.

We first evaluate the performances of profile correlation
methods, comparing various profiles, including Krumhansl’s
profiles [4], learned single profile with / without feature align-
ment, and learned multiple profiles with the MPC approach.
We also evaluate the performances when using different



Accuracy (%) 15s 30s song
SPC (Krumhansl) 71.8 / 76.8 72.4 / 77.0 70.8 / 76.2
SPC (not aligned) 61.2 / 63.8 61.2 / 63.5 61.1 / 61.8
SPC (Aligned) 74.4 / 76.8 75.5 / 77.0 75.5 / 76.3
MPC4 (Max) 76.0 / 76.8 75.8 / 76.8 73.7 / 76.0
MPC4 (Sum) 76.3 / 77.2 75.6 / 77.5 74.9 / 76.1
MPC8 (Max) 75.6 / 77.6 75.3 / 77.4 73.1 / 75.5
MPC8 (Sum) 76.6 / 76.4 76.2 / 77.3 75.4 / 75.0
MPC12 (Max) 76.2 / 77.1 76.0 / 77.3 71.6 / 75.1
MPC12 (Sum) 77.1 / 77.0 76.0 / 77.2 75.6 / 75.9

Table 1. Classification results using correlation methods with var-
ious profiles. In SPC, “not aligned” and “Aligned” stand for the
profiles which are calculated from not-aligned and aligned chroma
vectors, respectively. In MPC, different number of profiles (4, 8 and
12) for each mode are compared; and “Max” and “Sum” represent
the correlation calculation with Eq. (8 and 9). Each setting is eval-
uated in correlation with the 12 elements profiles (the first number)
and the 7 diatonic elements profiles (the second number).

lengthes of excerpts, and profiles having all 12 elements or
only 7 diatonic elements.

Table 1 summarizes the comparison results. First, for
SPC, by using the profiles calculated from aligned chroma
vectors, the accuracy is improved 13% compared with those
without alignment. It is also seen that the profiles with feature
alignment work better than Krumhansl’s profiles, which indi-
cates the feasibility of the data-driven profile learning method.
Second, with MPC approach, the accuracy can be further im-
proved around 1-2%; and Eq. (9) works slightly better than
Eq. (8). Third, the results with 15s- and 30s- excerpts are gen-
erally better than those taking the whole song as an excerpt.
This may be because of modulations, which are common in
some popular music. Fourth, correlation with the profiles hav-
ing only 7 diatonic elements outperform with those having all
12 elements. This is in accordance with the results in [7] and
indicates that the diatonic items contain the most useful infor-
mation for mode detection and key finding.

We then evaluate the performance of the SVM-based ap-
proach, and compare different alignment schemes between
major and minor classes. Table 2 presents the comparison re-
sults. As discussed in Section 3.3, arranging chroma features
of major and minor with least-correlation (or maximum apart)
criteria works best. Moreover, similar to the results obtained
with the correlation approach, results with 15s- and 30s- ex-
cerpts are slightly better than the song-level results. The best
result using SVM is up to 78.2%, which is better than that of
the profile correlation method. This also shows the effectivity
of discriminative methods for this task.

We also performed other experiments, such as using log-
arithmic scale chroma features, using 24-d chroma features,
and imposing different weights on features (e.g. to empha-
size the beginning and the end of each song), etc. However,
the obtained results did not show considerable improvements.

Accuracy (%) 15s 30s song
Not aligned 61.0 61.0 61.0
Aligned, same tonic 71.0 69.7 70.9
Aligned, relative 59.0 69.7 72.6
Aligned, correlate least 78.2 77.1 76.3

Table 2. Classification results using SVM with different alignment
methods between major and minor on training chroma vectors.

5. CONCLUSIONS

In this paper, we propose an approach to address mode classi-
fication in the scenario that the data set is labeled with modes
(major or minor) only, but without tonic. In this scenario,
traditional approaches to modes modeling cannot be directly
applied, due to the lack of reference points to align the chroma
features from different keys. Correspondingly, this paper pro-
poses an alignment approach to align chroma features within
each mode to the same (but unknown) reference tonic. Then,
SPC, MPC and SVM are exploited to learn mode models.
While experimental results show the effectivity of the pro-
posed approach, there is still room for future work. For ex-
ample, we may pursue key-independent features and exploit
temporal information to improve the mode model building.
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